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Figure 1: An example usage scenario of VisCourt: (1) Utilizing the navigation view, incorporating a basketball tactic board for
supporting tactic learning and setup. (2) Following the tactic breakdown, players engage in a step-by-step tactic preview with a
ghost. (3) Employing a set of in-situ tactic guidance both on the court or on players aids to execute the tactic.
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ABSTRACT
In team sports like basketball, understanding and executing tactics—
coordinated plans of movements among players—are crucial yet
complex, requiring extensive practice. These tactics require players
to develop a keen sense of spatial and situational awareness. Tra-
ditional coaching methods, which mainly rely on basketball tactic
boards and video instruction, often fail to bridge the gap between
theoretical learning and the real-world application of tactics, due
to shifts in view perspectives and a lack of direct experience with
tactical scenarios. To address this challenge, we introduce VisCourt,
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a Mixed Reality (MR) tactic training system, in collaboration with
a professional basketball team. To set up the MR training environ-
ment, we employed semi-automatic methods to simulate realistic
3D tactical scenarios and iteratively designed visual in-situ guid-
ance. This approach enables full-body engagement in interactive
training sessions on an actual basketball court and provides imme-
diate feedback, significantly enhancing the learning experience. A
user study with athletes and enthusiasts shows the effectiveness
and satisfaction with VisCourt in basketball training and offers
insights for the design of future SportsXR training systems.

CCS CONCEPTS
• Human-centered computing→ Visualization.
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1 INTRODUCTION
In competitive team sports, a tactic represents a series of specific
actions among a team to achieve a short-term goal [64, 67]. Bas-
ketball is a typical team sport, and effective tactics are essential to
improve a team’s performance. However, learning basketball tactics
is challenging for players due to the complexity of the tactics. Fur-
thermore, each tactic may have different what-ifs depending on the
specific situation. Different tactic training methods are therefore
designed to help players learn tactics effectively [62].

Conventional tactic training in basketball primarily involves
imagery training, such as coaches using a basketball tactic board
(BTB) to explain tactics, as well as players watching tactic videos.
Afterward, the coach organizes the players to practice on the court.
However, due to the passive nature of watching BTB or videos,
there exists a gap between imagery training and real-world tactic
practicing. Players often need to transform the 2D tactic imagery
into complex 3D coordination amongmultiple players when practic-
ing tactics. Such a gap usually causes unsuccessful tactic practices
and repeat training. This motivates us to explore an improvement
to address the gap in comprehending and executing tactics.

We collaborated with a university-level professional basketball
team, involving both coaches and players, to identify existing gaps
and improve the training process. Thereby we identified two pri-
mary challenges. The first challenge is to support interactive
learning of tactical movements. Immersive training methods
have been proven effective in sports by offering athletes a way to
engage with realistic game scenarios and situations [26, 39]. For
tactic training, a straightforward approach is to watch tactic videos
in immersive environments to enhance imagery training [62]. How-
ever, the lack of interaction with the real world and safety concerns
associated with large-scale movements in virtual reality (VR) limit
its usage in practical training.

The second challenge is to enhance users’ learning expe-
rience and tactical comprehension with guidance. Existing

embedded visualizations have been utilized in sports videos [77]
and live games [38] to eliminate context switching and reduce dis-
tractions [68]. However, tactic training is a more complex scenario
requiring perspective shifting and changes in the user’s motion
state. Thus, it is impractical to apply existing visualizations directly.
Designing in-situ guidance to assist players in accessing augmented
tactical information remains an open question.

To address the first challenge, we create an immersive training
environment where users can simulate collaboration or opposition
with virtual players at the team level on a basketball court, thereby
enhancing their spatial and situational awareness. This setup al-
lows for individual tactic training without the need for coaching
or feedback from teammates. Training in this way offers an engag-
ing first-person perspective experience (FPP) while also providing
augmented information from a third-person perspective (TPP).

To address the second challenge, we proposed a design space of
in-situ guidance visualization and interaction for MR team sports
training. To validate this concept, we began with a user-centered
design process, followed by summarizing a design framework for
in-situ visualization guidance. We then iterative design and develop
VisCourt, with a focus on basketball tactic training. VisCourt pro-
vides a progressive training routine and supports individual scrim-
mage training for various tactical what-if scenarios on a real-world
court. Finally, we conducted user studies to verify the usability and
effectiveness of simulated tactical training in VisCourt.

In summary, our main contributions are the following:
(1) identify gaps in the current two-step tactic training routines

derived from a user-centered formative study.
(2) propose VisCourt, a semantic movements training method

in MR that supports comprehension in practice.
(3) detail four design aspects of in-situ guidance visualization

and interaction design in tactical contexts.
(4) evaluate the overall user experience of VisCourt, along with

lessons learned from feedback.

2 RELATEDWORK
In this section, we review relevant research, including immersive
sports training and in-situ visualization for movement data.

2.1 Immersive Sports Training Methods
Extended reality (XR)—encompassing virtual reality (VR), aug-
mented reality (AR), and mixed reality (MR)—has seen rapid ad-
vancements and shown potential in enhancing training experiences.
Immersive training enables users to receive augmented visual feed-
back [23, 70] and interact within a real-world setting. In contrast to
industrial [7], safety [55], and medical training [56], sports training
needs freedom of movement and performance review.

VR facilitates sports participation despite real-world constraints,
with studies [6, 21, 47] and products like Eleven Table Tennis [5]
seeking to create immersive sports experiences through gameplay
and integration across various training disciplines [40, 61, 62]. Yet,
the limitations of VR, including a confined psychological and phys-
ical scope [19] for engaging in physical activities and the challenge
of large-scale movements without real-world environmental per-
ception [51], suggest it is more suited to stationary endeavors.

For AR sports training, Lin et al. [39] employed AR to provide
situated visualization for basketball free-throw trajectories. Jan et
al. [26] conducted Tai Chi training offering motion guidance to
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users, while Wu et al. [70] utilized visual cues to assist at-home
workouts. However, the limited field of view (FOV) [24] of current
AR devices and the difficulty of discerning virtual images under
outdoor sunlight [41] restrict the training environment’s scope.

Mixed Reality (MR) integrates virtual information into the real-
world environment, effectively narrowing the gap between the user
and the virtual world. Tian et al. [59, 60] utilized MR for group-
based Tai Chi instruction, while Kim et al. [28] developed outdoor
soccer training to improve passing skills. Nevertheless, few studies
[46] applied MR to multi-person practical training in team sports.

The aforementioned works primarily address individual mo-
tor skill levels [39, 40, 70] without achieving a comprehensive un-
derstanding of dynamic coordinated tactical comprehension or
emphasizing cognitive skills. Tsai et al. [62] developed a VR bas-
ketball training system, comparing VR with traditional methods
and demonstrating VR’s feasibility and effectiveness for enhancing
tactic imagery training. However, team training, an indispensable
component of tactical training, often requires large-scale player
movements, which are constrained in VR. Therefore, our work
aims to simulate a realistic training environment, offering users a
full-body engagement training experience that enables individual
completion of team training tasks. Exploring and developing how
to use MR for individual scrimmage tactic training to enhance the
sense of spatial and situational awareness is the goal of our work.

2.2 In-Situ Visualization for Movement Data
Situated visualization is connected and displayed within its envi-
ronment [29, 35]. Kim et al. [31] expanded on this term through the
introduction of physical data referents, which include real-world en-
tities and spaces. Thus, they characterize two foundational classes
(situated and embedded). Existing works on embedded visualization
for movement data [32], especially about sports [18, 37], primar-
ily focus on augmenting video and place visualizations at specific
fixed locations, without direct correspondence to physical referents.
Additionally, most of these are used for conveying insights [77] or
game viewing [38] from a third-person perspective. Hence, due to
the shift in perspective and the lack of referents, their design space
cannot be directly applied in in-situ environments [25].

Integrating situated visualization with visual analytics intro-
duces highly interactive and real-time exploration capabilities [14],
leading to the development of immersive analytics tools [57]. A sig-
nificant portion of research in this field leverages in-situ visualiza-
tion within mixed reality environments to analyze spatio-temporal
data [13], with human movement being a notable example. Pearl
[43] explores the analysis of movement data in relation to surround-
ing areas of interest within a simulated exhibition context. Similarly,
AvatAR [52], which combines 3D trajectories with virtual avatars,
provides valuable insights into human motion data analysis. De-
spite the limited discussion [73] within the visualization community
regarding the relative motion between visualizations and viewers,
few studies have explored situated visualization in motion [72, 74].

Our research is dedicated to establishing a set of design practices
focused on in-situ guidance for user movement in MR. In the follow-
ing sections, we present our user-centered approach to developing
an interactive tactic training system in section 3 and section 4. We
then introduce VisCourt in section 5. In addition, we present the
user study in section 6 and the reflection in section 7, focusing on
the “What-Ifs” scenarios and the in-situ visualizations.

3 FORMATIVE STUDY
In this section, we present our formative study with domain experts
to obtain a comprehensive picture of tactic training in basketball.
Our aim is to identify the pain points in current training routines.

3.1 Mocap for Tactic Simulation
Drawing on EasyMocap [1, 20] for multi-person, multi-viewmotion
capture, we first set up the capture environment around an indoor
basketball half-court. We used seven lightweight and portable Go-
ProHERO8 cameras for recording. In collaborationwith a university-
level professional basketball team, we initially acquired a 60-minute
video recording of the tactical training routine. Then we invited
ten players from the First Team to perform four tactics they were
familiar with and the what-ifs: Spain pick and roll, UCLA cut, Horn
twist, and Pistol with flare. Each tactic was executed for an average
duration of 10 seconds and performed three times. After the capture,
the coach reviewed the multi-view videos to select the best exe-
cution as the standard data. We utilized state-of-the-art computer
vision (CV) models for automatic 3D reconstructions of both the
ball and players. Thus, we created initial 3D tactical scenarios for
user experience and subsequent guidance design and development.

3.2 User Interview
Participants. We conducted interviews and user testing of the 3D
prototype with 4 basketball coaches (C1-C4; Age: 28–47), each with
at least three years of tactical coaching experience, and 4 profes-
sional basketball players (A1-A4; Age: 20–25; male=2, female=2).
Procedure. Each semi-structured interview lasted around 30 min-
utes. We collected participants’ backgrounds and inquired about
their tactic training routine. Subsequently, we showed them three
video clips selected from the recorded training, each about 1 minute
in length, showcasing both offensive and defensive tactic scenar-
ios. We encouraged participants to think aloud about their typical
routine and any challenges they encountered. For coaches, our in-
quiries focused on the criteria they used to evaluate the effectiveness
of tactic training and the frequent mistakes athletes make. With
the athletes, we discussed their overall training experiences and
recent performance, including instances where they encountered
challenges in coordinating with teammates during play execution.

We invited participants to engage with our initial simulated 3D
tactical scenarios to follow the avatar’s movements (without guid-
ance) and collected their feedback on any confusion, requirements
for additional information, or problems they encountered when
using our prototype (more details in our supplementary materials).
The initial feedback confirms the necessity of guidance. Finally,
we encouraged them to discuss the potential enhancements.
Findings andDiscussions.All participants (from 5 different teams)
reported that tactic training is a regular part (at least twice a week),
including learning new tactics to expand their tactical knowledge
and adaptability (C2,C3). They also stated that they would first
watch the static basketball tactic board and follow the coach’s
explanation of dynamic tactical progression. In a few cases, C3 and
A1 mentioned that “Apart from the coach’s guidance, the player who
initiated the tactic would also start managing the BTB for tactical
simulations and communicating with teammates.” After that, some
teams employed augmented tactic videos as an additional tool
for tactic training. At the end of the training, the coach usually
arranged multiple players to simulate tactic execution repeatedly
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Figure 2: The current tactic training routine begins with players observing 1) BTB and 2) Augmented tactic videos, followed by
3) Team scrimmage Training. This process encompasses two distinct stages: the Comprehension Phase and the Execution Stage.

on the court for team scrimmage training. C1 emphasized, “con-
trasting with passive observation, this is the most crucial part in the
training session.” However, it was noted that individual tactic
training was limited to repeating observational learning and
did not include the execution of tactics on the court.

It is clear that the tactic training routine evolved from a passive,
observation approach to an immersive ,interactive process. This
progression,moving from 2D visualizations to 3D hands-on practice,
and viewing from third-person perspective (TPP) to first-person
perspective (FPP), would significantly enhance engagement and
effectiveness. This evolution can be categorized into two stages:
the Comprehension Phase and the Execution Phase (Figure 2).
We also identified the difficulties may encounter, as follows:
• F1: AugmentedTactical Information andContext Presented
Separately. Players receive insights on tactical adjustments—
such as shifts in formation or the emergence of open spaces—
mainly from BTB or instructional videos. However, this informa-
tion does not directly link to specific, real-world tactical scenarios.
A common comment among participants was “Although I under-
stood the BTB or video, I still made mistakes during execution.” This
points to a notable gap between the comprehension of tactical
information and its practical execution.

• F2: Setup Diverse Tactical Scenarios is Challenging. For
players, tactical scenarios help them learn tactics and allow them
to create a mental model of teammates or opponents. Insuffi-
cient player participation or unfamiliarity with the tactics can
significantly challenge the players in executing tactics.

• F3: Providing Feedback Immediately During Training is
Difficult. The absence of real-time feedback results in difficulty
for players to self-correct. As A2 and A4 expressed, “I couldn’t
keep up with the team’s pace, what’s worse is I didn’t know how to
adjust.” Moreover, immediate feedback from coaches is often not
available and is provided through verbal instructions [39].

• F4: Player’s Attention Shifts in View Perspectives Switching
perspectives inevitably leads to shifts in players’ attention. A2
and A3 expressed that when viewing tactic videos, “I pay more
attention to the ball handler.” However, during tactic training, it’s
crucial to focus on the current roles of the players involved.

• F5: The Effectiveness of Physical Referents for Guidance
is Limited. Physical referents are commonly employed in indi-
vidual training, but their use is constrained by the limited space,
making it impractical to deploy many of them. Moreover, these
physical referents provide less information.

3.3 Video Data Analysis
To explore the augmented tactical information that players require
and to understand how current tactic videos guide players, we col-
lected a total of 46 augmented tactic videos. This included the top
20 English basketball tactical explanation videos with augmented
visualizations on YouTube (searched using keyword combinations
such as “Breakdown video + Basketball” and “Tactic video + Basket-
ball” [77] after which coaches manually cleaned up the selection)
and 26 videos from the team’s playbook. Under coaching, we sliced
these videos into pieces and categorized the tactics. Our corpus
ultimately included 79 tactics and their what-ifs, detailing 112 tac-
tical scenarios. Our goal is to enhance the guiding role of visual
information in MR tactical scenarios, complementing the need for
coach or teammate coordination guidance. We conducted a qual-
itative analysis of this corpus. Based on in-depth interviews, we
first standardized the content that needed to be annotated for each
video clip: the types of augmented tactical information, the timing
and reasons for their augmentation, and the number of steps in
each tactical scenario. We invited four experts (C1,C2,A1,A3). They
independently reviewed and segmented the videos following this
process: each segmented 1/2 of the videos and verified another
1/2 of the videos segmented by others [77]. Disagreements were
resolved through open-meeting discussions following our coding
book (more details for statistical information refer to our supple-
mentary materials). Finally, we came to statistical information on
two aspects, namely, Situations Aspect and Data Aspect. The design
framework was further refined in the iterative discussion.

3.4 Summary of the Gaps
• Attention: Players are unsure about what they should focus on in
FPP. It is crucial to consider the attentional limitations of play-
ers in motion and potential line-of-sight obstructions, which
may cause players to miss critical information. Additionally, in-
tegrating virtual content with the real environment can create
visual noise, leading to confusion and reduced focus. This could
adversely affect players’ training experience, making tactical
information difficult to assimilate.

• Comprehension: Players are confused about the impact of the
movements in tactics. Understanding tactics is a focal point in
tactic training. Missing the context or losing augmented tactical
information can lead to inaccuracies in comprehension. As C1
mentioned, “Seeing open spaces in videos is simple, but the chal-
lenge lies in seizing these opportunities on the field.” All interviewed
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athletes mentioned that they sometimes “do not understand the
impact of their movements.” This is partly because it might not
have been noticed, and partly because such impacts are implicit
and difficult to discern through observation alone.

• Execution: Players have trouble accurately executing tactics. En-
suring successful execution is essential for tactical training. Per-
formance reviews and movement data analysis are effective meth-
ods for evaluating players’ tactical skills [69]. We identified that
common errors in execution often involve inaccuracies in both
spatial and temporal aspects, specifically categorized as:

(1) Spatial: Trajectory and Action.
(2) Temporal: Timing and Speed.
However, unlike motor learning [45], tactic training places a

greater emphasis on comprehension. As C1 mentioned, “Unlike
rigidly executing accuracy as in drills, tactics in real games are vari-
able and require flexible decision-making based on the situation.”

4 DESIGN EXPLORATION
An important question is how to display data for guidance within
situated [72]. We summarize design goals and then propose a design
framework in three aspects: situations, data, and referent [10, 71].

4.1 Design Goals
The aim of tactic training is to enhance players’ tactical skills. We
characterized four design goals based on the above findings.
• G1: Providing a progressive tactic training routine.Although
MR training environments present 3D tactical scenarios, gaps
remain between comprehension and execution. To bridge these
gaps, we need a progressive training routine. Unlike traditional
routines that separate these phases, a progressive routine allows
comprehension of TPP to assist FPP execution.

• G2: Collecting motion data for diverse 3D tactic scenarios.
To support immersive tactic training, our tool needs to provide
diverse 3D tactical scenarios for simulation, encompassing all
players’ motion data and basketball trajectory.

• G3: Uncovering and visualizing augmented tactical infor-
mation for in-situ guidance. The impact of tactical changes is
reflected in the augmented tactical information. Although tactic
videos have already displayed this data, it’s crucial to integrate it
with tactical scenarios, such as one’s own movement data and
the opponents’ form changes. Our tool should provide in-situ
guidance to enhance users’ situational awareness.

• G4: Giving intuitive feedback immediately. To enhance indi-
vidual training under 3D tactical scenarios and provide players
with precise goal specifications, our tool should offer intuitive
visual feedback in motion to players in real-time, eliminating the
need for coaching staff or teammates to be present.

4.2 Design Framework
4.2.1 Overview. We divided the design of in-situ guidance into
four questions. At the Situations aspect, we addressed “When to
display in-situ guidance” for a tactic breakdown. At theData aspect,
we summarized “What augmented tactical information should be
presented for guidance” within specific situation. At the Object
level, we proposed “Where the guidance can be laid out on” in MR.
For the last question “Which visual types to use”, we conducted
design iterations in the prototype of VisCourt (refer to section 5).

Figure 3: We proposed a design framework for visualizing
in-situ guidance for tactic training in MR, focusing on three
aspects: situations, data, and referent.

4.2.2 Aspect I: Situations (When). The situation describes the spe-
cific moment of scenarios in the tactic. A tactic comprises multiple
scenarios [62], often divided by specific movements [34], thereby
breaking down complex tactics [11]. Despite the existence of al-
ternative scenarios, the execution of tactics is linear, represented
by a flowchart for the Spain Pick and Roll, as shown in Figure 3.
We divide a tactic scenario into three situations: Preview (Before
movement), Moving (In movement), and Review (After move-
ment). Following discussions with coaches (C1-C4), we categorized
the trigger in preview and the subsequent changes in review.
Preview: Before movement. In tactic training, the focus is on the
player-related movement triggers. These previews determine the
timing and order of executing movements.
• After the predefined gesture or signal, execute Tactic A. (6/79)
• After Player A completes specific basketball technical movement
(eg., receives the ball or sets a screen), Player B moves. (48/79)

• After Player A reaches a specific area, Player B moves. (55/79)
Moving: In movement. Player executes the movement.
• Player Amoves to a specific area and performs a Technical Action.
Review: Aftermovement.We categorize the impact of movement
into two types. However, the changes induced in practice are not
singular. For instance, in a man-to-man defense, off-ball movement
[69] can lead to the movement of defending players, altering the
defense form and creating open spaces for shooting or passing.
• Causes changes in Players’ position (21/79) and actions (27/79).
• Causes changes in defense form (30/79).
• Causes open spaces (47/79) on the Court.

4.2.3 Aspect II: Data (What). Data refers to augmented tactical
information. With a similar proposal for learning, we refer to Chen
et al.’s [77] classifications from high to low semantic levels and
identify the data needed by players from FPP while in movement.
Tactic Level. A tactic leads to a specific tactical goal. In basketball
offensive tactics, this goal generally refers to “The Specific player
A has a shooting opportunity in open spaces.” Region of Interest
is the representation of an open space. The tactic-level data presents
the rationale behind a tactic, explaining the key factors contributing
to its efficiency. However, tactics are flexible and variable. There
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exist what-ifs, thus providing players with additional knowledge
and understanding to adapt their decision-making accordingly.
• What-if scenarios represent the variations of a tactic in response
to different situations (26/79).

• Region of Interest (ROI) is a defined space within the real-world
environment [43], determined based on the division of basketball
court areas. It signifies the open spaces on the court (30/79).

Movement Level. A movement refers to a strategic action taken at
a specific time within a confined area [33], either individually or in
coordination with teammates. Movement data, as a form of spatio-
temporal data, encompasses information categorized into three
components according to the triad scheme: Where: Space, When:
Time, and What: Object [43]. Inspired by human movement analysis
works (eg. PEARL [43]), we integrate a model [8, 50] that describes
movement data into the guidance design. This model delineates the
three components of spatio-temporal information, along with their
characteristics and relations. Specifically, we narrow the object
component down to the basketball context. We initially categorized
augmented tactical information into three types: Spatial Relations,
Temporal Relations, and Trajectory. The design goal of in-situ
guidance is to direct players in training, fundamentally classified
as mover-oriented tasks [9] at the movement level. Due to the
complexity of tactics and various relations between movements,
it’s challenging to encompass all relations. Therefore, for each type,
we selected one tactical data as our proof of concept.
• Spatial Relations refer to how certain spatial relations among
positions or players may occur based on movements [8, 16].
– Defense Form reflects the defensive formations (21/79) and the
dominant areas (19/79) of defenders [38]. The changes indicate
alterations in defenders or defense schemes.

• Temporal Relations for time units are also known as ordering
relations. It involves the relationship and coordination of group
movements within a tactic’s timeline [8].
– Timing refers to themoment executingmovement and involves
the duration it takes (21/79). As the saying, “The ball arrives
as the player does,” which is crucial in team coordination.

• Trajectory (45/79) represents the spatio-temporal position of the
player. Trajectories encompass positions (62/79), speeds (15/79),
directions (13/79), and other attributes. Due to the complexity of
real-game situations, players are not expected to strictly follow
the predetermined trajectory during training.

Object Level. The object data encompasses the physical attributes
of objects, including: the basketball, the players, and the court. Since
the court is static, we only consider the changing ROIs. For the ball,
our focus is primarily on the spatio-temporal data of the ball such
as shots and passes, as these often represent key steps in tactics.
Due to the involvement of numerous players, which can diminish
the first-person experience, we categorize the associated players
into key offensive players, key defenders, and other players [17].

4.2.4 Aspect III: Referent (Where). The referent is the virtual enti-
ties (players) and physical entities [43] (basketball, court, and user)
in the MR training environment [65]. Referents are of significant
interest in this work due to their ability to lay out visual guidance.
Placing visualization on the basketball is not feasible in FPP because
the ball is constantly in motion. Moreover, the emphasis should
be on the positions of the opposing players rather than the ball.
Therefore, we categorized the layout of in-situ guidance into three
types: On-Hand, On-Player, and On-Court.

4.3 Summary
This design framework assists in defining players’ requirements
for in-situ guidance in scenarios by clearly identifying aspects:
Situations, Data, and Referents. Thus, with only coach annotations
on these, we can determine the elements for visualization except
situated visual types [35]. This framework allows us to focus on
iteratively refining the design space for in-situ guidance(section 4).

5 VISCOURT
In this section, we designed VisCourt, our immersive tactic training
system developed to improve tactical skills.

5.1 Augmented Tactical Information Processing
To extract augmented tactical information, our data processing
pipeline encompasses semi-automatic tactic breakdown and uncov-
ering data complemented by coach annotations.
(1) Tactic Breakdown: We utilize a skeleton-based method [44] for

action recognition and segmentation with minor manual clean-
up. We integrated different what-ifs into a flowchart (Figure 3).

(2) Augmented Tactical Information: The 3D player motion data
already includes the movement trajectory. We can compute
positions, speeds, actions, and directions from the trajectory.
• Region of Interest (ROI): We divided the court into various
areas [66] and annotated the regions that require attention
during movements, especially open spaces. We calculated the
shooting percentages for each shooting region, as defined by
Official NBA Stats [2], based on historical shot records.

• Defense Form: We calculate the dominant area [15, 69] for
each player first. Based on the positions, we identify the
man-to-man defenders and potential help defenders. We then
determine the defensive formation [38].

• Timing: Based on annotations, we identify the trigger logic
between movements.

For movement triggers in the preview and resulting impacts in
the review, we invited three coaches (C1, C3, C4) to annotate
based on the design frameworkmanually. All coaches conducted
a cross-check to ensure accuracy and completeness.

5.2 In-Situ Guidance Design Iteration
We categorized in-situ guidance according to the design framework
(Figure 3). We initially proposed the designs based on the insights
from video analysis, and relevant studies on augmented videos
[17, 77], E-Sports games [3], and situated design patterns [35, 38, 39]
in 3D. Then we invited two coaches (C3, C4) and two athletes (A1,
A3) to assess whether these designs met their needs and addressed
their challenges in section 3. After each discussion, we collected
feedback and revised our designs. Following several iterations, we
determine the design space in the four collected tactics.

5.2.1 Guiding Users’ Attention. To assist athletes in identifying tac-
tical details, we start with a tactic breakdown, using BTB (on-hand)
as a navigation view to present an overview at the tactic level. This
approach helps users establish a connection between co-located 2D
views and situated 3D scenarios [27]. At the movement level, users
need to pay attention to specific movements in each scenario [40],
such as taking a shot, setting a screen, or making a pass. We use
floating labels (on-player) and corresponding movement position
glyphs (on-court) to help users identify movements that impact
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Figure 4: Our design space for in-situ guidance in basketball tactic training is based on the partitioning of the data and the gap.

decision-making. On the object level, referring to the players’ im-
portance ranking proposed by Chen et al. [17], we categorize and
set different highlight levels for associated players in the FPP. This
includes categorizing into key offensive players, key defenders,
and other players based on suggestions from coaches and players.
Additionally, we design a ghost [35] representation of the current
player being acted by the user in the preview phase.

5.2.2 Showing Impact of Tactic. The impact of tactical movement
unfolds in a layered, causal relationship. We explain our design
considerations from low to high semantic levels.
• Changes of Defenders’ Direction and Position. The most direct
effects are observed at the object level, influencing the movement
and position of defenders. Our design represents defenders’ paths
and positional changes with trajectory (on-court)-the thicker
the line, the more recent the position. For direction, we adopted
the well-regarded “defense shield” [17] design. We represent the
defender’s direction and distance from the corresponding offen-
sive player with an arc-shaped glyph (on-court). The orientation
of the arc matches the defender’s direction, with white indicating
the current direction and grey indicating the previous. The arc’s
length reflects the distance. Moreover, we iterated on incorporat-
ing other data, such as speed or 1-on-1 relationships. However,
user feedback in an FPP context suggested, “It’s quite obvious who
is defending me; there’s no need for connected lines.”

• Changes of Defence Form. Changes in a defender’s movement lead
to alterations in the team’s overall defensive formation. We set
a dominant area to represent a player’s capacity to occupy the

court. This is visualized as a circular glyph (on-court) that fades
from a darker color at the center to lighter outward, placed under
the feet of defenders. The dominant area also helps to detect
the mistake of being too close to the defender. The defensive
formation reflects the team’s defense scheme. We used hollow
circular glyphs (on-player) placed around the waist of players,
connected by dotted lines. Users crossing these lines would face
a pinch from defenders at both ends of the line. During tactical
execution, movements by defenders can cause them to be too far
apart or blocked by others, changing the original form.
One alternative design involved placing a defense Voronoi dia-
gram, used for analyzing players’ off-ball movement efficiency
in 2D [69], directly onto the court. However, this design covered
the entire court and failed to specify key defenders. Another
alternative highlighted the associated defenders’ enclosed area
[38], improving the TPP game viewing experience. However, the
large enclosed area could also cause visual clutter. Moreover, our
final design focuses on enabling users to perceive changes in
the defense form to find breakthroughs or off-ball movement
opportunities, rather than concentrating on the coverage area.

• Changes of ROIs. Changes in the defense form lead to the emer-
gence of open spaces on the court. We highlight these ROIs with
rectangle glyphs (on-court) filled with stripes, aligned with the
standard court lines. We positioned circular panels (on-court)
next to the ROIs to display the scoring efficiency at that position
and the player role (e.g., PG: point guard) executing the shot. As
A1 mentioned, “The highlight of ROIs enhances my memory of the
tactic, allowing me to quickly spot open spaces on the court.”
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Figure 5: Users can achieve playback control (play, pause,
and rewind) in VisCourt through positional movement. We
employed color coding to represent different times.

5.2.3 Guiding Users’ Movement. Guiding users to correctly execute
tactics is a fundamental usage. For each movement, we use a com-
bination glyph (on-court) to represent the start and end positions.
The green dashed circle indicates the precise position, while the
grey solid circle represents a reasonable position range (set to 0.5m).
The use of arrows to denote trajectory (on-court) is a natural design
choice [30]. We visualize the trajectory that users need to follow
as a 0.7m [63] wide line (deviating beyond this threshold or en-
croaching upon a defender’s dominant area is considered incorrect).
Within this trajectory, arrows encode speed and direction: green
indicates a speed faster than the standard, red denotes a slower
speed, and yellow signals the user to accelerate. Additionally, we
added slanted and semi-transparent grey planes along the edges of
the trajectory lines. This provides users with a simulated sense of
constriction, guiding them to move within the designated path.

The timing of execution is crucial. We set a pause before the
triggers for preview. We designed a ghost to show the various
tactical scenarios resulting from different decision-making. Addi-
tionally, the simultaneous ghost provides users with a reference for
subsequent movements, assisting them to follow and execute.

5.3 Interaction
VisCourt offers the following interactions to improve usability:
Tactic Navigation. Users can choose different tactics, training
sessions (learning or practicing), or specific situations within a
tactic by tapping on a virtual navigation panel.
Playback Control by Positional Movement. Following the re-
quirements of coaches and athletes, we divided the step-by-step
training session into preview, moving, and rewind phases (Section
4.2.1), inspired by bullet time [58] effects. VisCourt enables the play,
pause, and rewind of tactical movements for the entire scenario
through the positional movement of the user. Using the PICO4
HMD, we capture the user’s real-time coordinates, mapping them
to distances on a fixed trajectory (similar to a playback progress
bar) to control playback. Users move along a predetermined trajec-
tory corresponding to the avatar they acted, with moving forward
indicating play, moving backward for rewind, and standing still
for pause (as shown in Figure 5). This allows users to walk and
watch the evolution of the entire tactic simultaneously, achieving
a true “step-by-step” experience. This interaction model has been
positively received in our iterative design process, as A3 mentioned,
"I had no prior experience using VR controllers, and walking while
watching on the court is very intuitive."

Figure 6: Training routine in VisCourt involves a step-by-step
learning and repeated round by round practicing.

Perspective Control. VisCourt offers three perspectives: a 2D
co-located top-down view, a 3D situated third-person perspective,
and a 3D situated first-person perspective. Users can watch BTB
animations on the navigation panel. They can enter the first-person
perspective of an avatar to receive guidance. VisCourt allows users
to switch avatars or step out to observe tactical changes from any
position and observation angle on the court. Other interaction
modalities [36], like voice or gaze control, could naturally facil-
itates perspective adjustments. Future studies could explore the
effectiveness of different perspectives in training to understand
how these modalities enhance or affect learning outcomes.
Tactic What-Ifs Control. By integrating positional movement-
driven playback control with perspective switching, VisCourt en-
ables users to control tactical what-ifs within situations. For ex-
ample, a user can exit the current acting avatar, walk into another
avatar in the current situation where decision-making is involved,
and execute different movements. This changes the original tactical
development and leads the user into another variant.

5.4 Training Routine
We developed a progressive training routine in an MR environment
for tactical training (G1), acknowledging that completely altering
athletes’ training habits is impractical. Building on the traditional
routines, VisCourt introduces an overview of the tactic initially,
followed by a step-by-step learning session for comprehension,
and concludes with repeated practicing sessions for execution. This
progressive routine facilitates gaining a tactical overview in a global
2D view and an immersive perception of tactical scenarios in 3D.

5.4.1 Step-by-Step Learning Session. After obtaining a memory
image from an overview provided by the BTB, users first engage
in step-by-step learning. We segmented a player’s complete move-
ment into individual fragments to facilitate learning. In this session,
users can switch to any avatar or disembodiment, gaining different
perspectives. Users control playback through moving, including
pause, play, and reverse. We also offer a navigation view for clicking
to switch tactical scenarios, enabling users to repeatedly learn the
same step and achieving a correspondence between co-located 2D
and situated 3D perspectives.

5.4.2 Round-by-Round Practicing Session. After the learning ses-
sion, users can engage in round-by-round repeated practicing, keep-
ing pace with the team’s tactical execution and deepening their
understanding. Unlike before, VisCourt eliminates unnecessary
guidance during practice, retaining only the parts that guide move-
ments to ensure fluent repetitive training. User performance data is
collected via an MR Head Mounted Device (HMD) during tactical
execution. Errors exceeding a threshold are indicated in red, while
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Figure 7: In the practicing session, (A) the complete run-
ning route of the player, along with its test points. (B) The
movement data (position, speed, timing, and direction) was
recorded. (C) The performance review of each step.

normal execution is shown in green, allowing users to quickly re-
ceive feedback. Data for each step is encoded in a glyph (Figure 7).
Furthermore, users can switch tactics or sessions at any time.

5.5 Hardware and Software
The proposed VisCourt system was implemented using the Unity
2021.3.15 game engine [4] and the XR Interaction Toolkit. We used
PICO4 to run the VisCourt program. The PICO4 weighs 295g and
supports a field of view of 105°. It has a dual-eye resolution of
4320x2160 and supports mixed reality effects in RGB color mode.

6 USER STUDY
We conducted a user study, aiming to evaluate whether basketball
players (including professionals, youth athletes, and enthusiasts)
can effectively engage in VisCourt, and observe their training pro-
cess to gather insights for future improvements of SportsXR.

6.1 Participants
The study was conducted in person within a half-court basketball
setup measuring 47 feet by 50 feet, accommodating both outdoor
and indoor environments. This setup mirrored traditional tactical
training environments, enabling us to evaluate VisCourt’s effective-
ness. To ensure a diverse study group, we recruited 12 basketball
players, including both male and female athletes. Four participants
were amateur basketball enthusiasts (E1-4, Average Age: 22.25 years,
SD=0.96). Additionally, we invited eight professional players from
a university team. All of them had no physical limitations and had
never experienced symptoms of motion sickness. Among these,
four were youth players from the Youth Team (Y1-4, Average Age:
17.25 years, SD=0.5), and the remaining four were professional play-
ers from the First Team (P1-4, Average Age: 21.50 years, SD=1.29).
This participant mix allowed us to study the system’s effectiveness
across different levels of professional expertise from the players’
perspective. Moreover, two of them (E1,P2) had prior experience
using HMDs for immersive games. Each participant received $15
as compensation for their participation.

6.2 Procedures
Due to the results from previous studies [62] (effectiveness of im-
mersive training) and our prototype’s user testing (necessity of
guidance), we focused on the VisCourt training experience across
different skill levels. The study comprised two parts and lasted
about 40 minutes. The first part focused on the overall experience
and training outcomes with VisCourt. We introduced VisCourt and

its usage to the participants, ensuring they were comfortable with
the system without our guidance. Based on the coach’s sugges-
tion, the “Spain Pick and Roll” [48] is a classic team coordination
tactic, encompassing key events such as screening, passing, and
shooting, which broadly cover our in-situ guidance design. We
then selected this tactic for the 12 players to train on. Initially, each
player watched a 2-minute video of a coach explaining tactics using
a tactical board, followed by a 5-minute augmented tactic video.
After that, participants proceeded with their tactical training using
the PICO4. The duration of the step-by-step learning session was
fixed at 5 minutes, followed by a test in a round-by-round practice
session. During the test, participants were restricted to executing
the ball handler’s movements in the current Spain Pick and Roll
scenario, with the test conducted over three rounds, each about 10
seconds. In the second part, participants were asked to complete
a post-study questionnaire. This questionnaire collected their sub-
jective ratings on the overall system, in-situ guidance in tactical
scenarios, and the Sport Engagement Scale (SES). We employed the
think-aloud protocol to gather feedback on the entire experience.
As compensation for participation, each participant was paid $15.

6.3 Measures
We collected quantitative data on user subjective ratings through
post-study questionnaires to assess the overall experience and each
in-situ guidance design condision. We recorded and analyzed the
trajectory of each practice made by users to conduct a performance
review. Finally, we employed the Sport Engagement Scale (SES) to
measure the level of engagement within VisCourt.

6.3.1 User Perceptions of VisCourt.
• Overall User Experience of VisCourt. We initially evaluated the
effectiveness of VisCourt for tactical training across seven di-
mensions using a 7-point Likert Scale: 1) Helpfulness, 2) Fun to
Use, 3) Felt in Control, 4) Training Capability, 5) Likely to Use, 6)
Comfort Level 7) Real-World Applicability.

• Usability of In-Situ Guidance and Interactions. For each in-situ
visualization for guiding tactic training within our design space,
we gathered subjective ratings across four dimensions using a
7-point Likert scale. These dimensions encompass helpfulness,
understandability, and funness. The final dimension was tailored
based on the gaps and included aspects such as “guiding my atten-
tion”, “guiding my comprehension”, or “guiding my execution”.
Regarding the two primary interactions provided by VisCourt
(Playback and Perspective Control), we applied the first three
dimensions mentioned above, while the last dimension assessed
whether these embodied forms made users “feel in control”.

6.3.2 Quantitative Analysis of Training Performance Review. Our
quantitative analysis included overall quality assessed by four
coaches and analysis of collected trajectory data. These data were
continuously gathered during the practice phase. Trajectories are
commonly analyzed in sports [69]. However, it is adequate for the
trajectories to be roughly similar, with more emphasis on the start
and end points, direction, and speed. Thus, we followed standard an-
alytical approaches and focused on analyzing low-level indicators,
which were broken down from overall movement trajectories.
• Overall Performance. Tactical training is not merely about me-
chanical movements, assessing whether players execute tactics
well is a challenging task, and it’s difficult to quantify through
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fixed performance indicators [62]. Therefore, we invited the
coaches mentioned above to score each round of the partici-
pants’ practice sessions. The scores ranged from 1 to 5, where 1
indicated unsuccessful tactical execution and 5 indicated execu-
tion consistent with the standard movement. We utilized both
multi-view third-person and players’ first-person perspective
videos to demonstrate each player’s tactical execution to the
coaches. To ensure the reliability of the results, we shuffled the
training information and concealed player backgrounds, making
the coaches’ scoring more impartial. We calculated the average
scores, and the results are shown in Figure 10.

• Indicators for Position, Speed, and Timing. We utilize standard
motion data as our benchmark. During execution, our focus lies
on whether players can reach specified positions within the des-
ignated time, rather than solely on precise trajectory. To achieve
this, we employ a method of setting test points (Figure 7) to
gather motion data. We calculate the Euclidean distance between
the actual player position at corresponding tactical time points
and the standard data position to measure positional deviation.
For the aspects of speed and timing, we followed the coaches’
emphasizing that “Seizing opportunities to move into open spaces
for shooting is crucial.” As the ROI (open space for shooting) is not
always available, timing can indicate whether a player capitalizes
on the spatial advantage [42]. Entering too early alerts defensive
players to cover, while entering too late results in missing. The
speed reflects the player’s tactical execution and fluidity [12].
For instance, in the fast breaks tactic, gaining a speed advantage
within the ROI can lead to a higher scoring rate. Therefore, we
recorded the instantaneous speed and the timewhen they entered
the ROI. Given the specific tactical scenarios utilized for testing,
although there are many tactical variations of the “Spain Pick
and Roll”, we focused on scenarios where the ball handler has
scoring opportunities within the restricted area for our tests.

6.3.3 EngagementMeasurement. The Sport Engagement Scale (SES)
[22] is a reputable instrument for assessing engagement within
sports contexts. SES conceptualizes engagement as a positive psy-
chological condition encapsulated by three dimensions: vigor, dedi-
cation, and absorption, eachmeasured by five questions on a 7-point
scale during participation in sports activities [22]. User feedback
yielded positive averages across all dimensions (Vigor: 5.75, Dedica-
tion: 5.68, Absorption: 5.67), indicating that VisCourt successfully
engaged users in basketball tactic training.

6.4 Study Results
We present the ratings for the overall user experience of VisCourt
and then delve into the feedback regarding guidance design and
interaction. Then, we summarize the performance review.

6.4.1 The overall user experience of VisCourt for training was pre-
dominantly positive. The results of the overall user experience, as
shown in Figure 8.A, indicates that the majority of participants
deemed VisCourt as “helpful” and “fun”, experienced a sense of con-
trol during its use, and acknowledged its “training capability” for
tactical training. Moreover, a substantial number of users expressed
a likelihood of utilizing VisCourt for tactic training purposes. Apart
from the positive feedback received at the software level, some
primary concerns stem from the comfort and generalizability of
current MR devices. In terms of comfort, 67% of the participants

Figure 8: Overall user experience of VisCourt.

reported feeling comfortable. Lastly, 50% of users were confident in
VisCourt’s applicability to real-world training contexts. The two
youth players (Y2,Y3) expressed concerns about the potential limi-
tations of MR HMD usage to contribute to myopia or exacerbate
existing myopia, which may not be suitable for adolescents.
• In-situ visualizations for guiding user attention in training are
more helpful when they are more attractive and can be laid out
on more referents. Participants rated positively on the helpful-
ness of each in-situ guidance. For guiding players’ attention, the
avatar highlight level was considered the most helpful and useful.
P1 appreciated our use of projection to highlight key players,
saying, “The spotlight effect allows me to immediately focus on
teammates who are breaking into open spaces.” Although the use
of a co-located overview and labels was not as engaging as avatar
highlighting, all participants found it to be the most intuitive and
easy-to-understand method. “This may be because of our previous
habit of watching tactical boards,” as P3 mentioned. Consider-
ing that users hardly checked the BTB during movement, some
participants found it less helpful because “Unlike the mini-map
in MOBA games, it’s hard for me to use my peripheral vision to
simultaneously look at the 3D scene and BTB.” Overall, in-situ
guidance within VisCourt addressed the issue of attention loss
in complex scenes due to an overload of virtual content.

• For guiding user comprehension of the impact of tactics, ROI visual-
ization was considered significantly effective in all aspects. Among
the three types of tactical change guidance, perceiving defensive
shifts is straightforward in 3D, but challenging in 2D video. There
was a difference in rating on defense form between enthusiasts
and professional players. As P4 mentioned, “In reality, the defense
form is not fixed and is greatly influenced by the player’s abilities,
but it still reflects the pressure the defenders put on me.” On the
other hand, E1 commented, “Noticing changes is crucial for me,
and I prefer to score through switches.” However, what is easily
noticeable as open space from a top-down 2D perspective can
become challenging to discern in an in-situ environment due to
obstructions or a limited field of view. ROI assists users in quickly
“identifying tactical open spaces” and “understanding the tactical
goal”, highlighting shooting opportunities within the tactic play.

• Ghosts and trajectories for guiding movement are engaging and
easy to comprehend. The in-situ visualization used for guiding
execution is the most frequently employed. The design pattern
[35] of using trajectories to guide user movement is still consid-
ered the most effective. Y3 and P1 mentioned, “The use of red and
green colors helped me better control my speed.” E3 agreed with
setting a wider trajectory width because “tactics are not about
rigidly following a path.” Additionally, the method of using planes
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Figure 9: Usability of in-situ guidance and interactions for each in-situ visualization condition.

to constrain movement paths to prevent entering a defender’s
dominant area was also well-received by several players.
On the other hand, displaying various what-ifs through ghosting
was found to be more helpful and engaging. The use of ghosts
to show different branches was the most interesting to users. As
E2 mentioned, “I try to experience all the branches, which helps
me understand the entire tactical evolution.” Regarding timing, an
abstract concept, we used a pause feature to let users perceive the
moment to move. However, Y3 commented, “Too many pauses
disrupt the continuity of movement.” Nevertheless, in subsequent
round-by-round practicing sessions, Y3 agreed with our division
of the VisCourt training routine, indicating a balance between
structured learning and maintaining the flow of movement.

• Movement-based interactions are useful in tactic training. Both
playback control by positional movement and perspective control
received positive ratings for being helpful and providing a sense
of control. Without the need for a VR controller, participants
naturally used their movement to control the learning process
while training. “While I walk slowly, time just stops here, and I
can look around at this moment, which is very interesting,” com-
mented by Y1 and Y4. P1 and P4 appreciated the ability to enter
the perspective of teammates or opponents to review the current
situation. The method of using visual guidance as an interactive
medium aligns with the needs of tactical training, demonstrating
the effectiveness of integrating intuitive movement controls and
perspective shifts into MR tactical learning environments.

6.4.2 Performance Review of Practicing in VisCourt. All 12 partic-
ipants (6 indoor, 6 outdoor) completed the training routine. We
calculated the overall performance of three groups (professional
players, youth players, enthusiasts), as well as the average interpo-
lation distance to test points, and the timing and speed of entering
open space areas, based on the measurements mentioned above.

The results indicated that (Figure 10) three rounds of practice
within VisCourt could effectively improve the quality of tactical
execution, as evidenced by the significant reduction in distance
error to each test point in the third round compared to the first.
We paid special attention to the timing and speed of participants
entering the ROI, finding that, after three sessions, most participants
were able to better grasp the movement positions of ball handlers.
Professional players became fully acquainted by the end of the
learning session, showing no significant changes during training
and fluctuating within the normal range of performance. Timing
emerged as a noteworthy topic. For professional players, “being
faster than the intended timing” is not always advantageous.

6.5 Implications for Future SportsXR Training
Next, we discuss the design implications we learned.
• Ghost for preview via playback control shifts the learning to ex-
ploratory. An interesting aspect of our design is the introduction
of ghosts in the preview to depict key movements related to
decision-making. Users can freely switch and enter any branch,
exploringwhat-ifs under different situations. This approach trans-
forms learning tactics into active exploration. By enabling users
to visualize and interact with these tactical what-ifs, we encour-
age a more immersive experience, fostering a more engaging and
motivating approach to tactical training.

• Guiding user attention is important for in-situ visualization. Over-
laying virtual content onto real environments can cause visual
overload and confusion, potentially leading to virtual reality sick-
ness. By guiding user attention to a few key objects, users can
effectively process the in-situ guidance, enhancing the learning
experience and minimizing cognitive overload.

• Identifying the referents in scenarios matters for in-situ design.
Different sports contexts have different referents. To develop
in-situ visualizations for a specific environment, these unique
elements need to be identified first before proceeding with design.

• Bullet time is useful for sports training. Bullet time is a concept
from gaming, where action is slowed down to allow for dodg-
ing during a frozen moment. In VisCourt, users can step out of
avatars during bullet time to observe players and examine poten-
tial outcomes, thereby enhancing their perception of situations.

7 DISCUSSION
7.1 Feasibility of VisCourt
Although the user study has demonstrated the usability of VisCourt,
we extend the discussion of the feasibility:
• Applicability: VisCourt can support training in both indoor and
outdoor environments, accommodating diverse experience levels.
However, its application to real-world situations may be limited
by the mocap tactical samples.

• Generalizability: The findings from the development of Vis-
Court are applicable to other team sports contexts, such as soccer.
These include the design considerations of in-situ visualization.
Moreover, by adapting the gathered scenarios, the design frame-
work can be expanded to other position-based MR guiding sce-
narios like rescue exercises or theater rehearsals.

• Scalability: The modules are scalable, such as supporting real-
time motion reconstruction of video recordings to expand the
tactic database or even enhance the spectator experience.
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Figure 10: The Performance Review consists of four parts. A) Overall Performance, B) Distance for fixed test point, C) Timing
and D) Speed when participants move into the open space.

7.2 What-If Scenarios in MR Tactic Training
In a basketball tactic, the player’s choices (e.g., continuing to dribble
or passing the ball) significantly determine the subsequent devel-
opment of the play. Nevertheless, it is difficult for the player to
understand the differences between these options due to the fast-
paced and dynamic nature of basketball, which makes it hard to
replicate the on-court situation at the decision point [76].

Fortunately, training in MR offers such potential. In a manner
similar to playback, trainees can easily revisit the specific deci-
sion point and compare the differences. This in-presense approach
quantifies the vague concept of “experience in executing a tactic”
in a measurable way. In other words, it allows players to gain a
more comprehensive understanding of the various what-ifs of a
tactic, thus effectively improving their on-field vision and decision-
making ability. However, it is clear that the current shaping of
the “decision point” concept still relies on actual filming, which
limits the number of possible choice branches. In the future, by
incorporating generative models to dynamically link the basketball
scenarios displayed in MR with the trainees’ choices, there will be
a significant enhancement in the perception of What-If scenarios.

7.3 Situated Visualization in Motion
While there has been works focusing on visualization in movement
data for analysis or coaching [43], most of it is set in a station-
ary context, with few discussions on the design of visualization
in motion [72]. Moving is considered the relative motion between
visualizations and viewers, thus providing assistance to users dur-
ing movement or serving as a form of feedback for user actions. In
2D videos or flat surfaces, laying out augmented information on
specific semantic segmentation objects is straightforward. How-
ever, dynamically identifying objects and rendering visualizations
in real-time remains challenging in 3D environments, such as AR
or MR. With the development of HMDs, these effects are improving,
making visualization in motion a topic worth exploring. VisCourt,
as a proof of concept for in-situ visualization during user movement,
has demonstrated its training capability through user studies. Visu-
alization in motion extends beyond simply providing movement
suggestions or feedback to users. A potential area of research could
explore using visualization in motion to convey useful information
for collaboration in multi-person sports scenarios [49], such as or-
ganizing fire drills. This approach could enhance coordination and
strategy execution in team settings, opening new avenues for the
application of immersive technologies in sports and beyond.

7.4 Limitations and Future Work
We reviewed the current limitations of VisCourt and considered
feasible solutions for future work.
• Drawbacks of visual guidance: In sports training, relying solely on
visual guidance has its limitations, such as the distraction issue or
guidance being out of view. Considering the advantages of other
guidance methods, such as audio [53, 54] or physical feedback
[75], our future work involves integrating multiple methods to
provide suitable forms of guidance at different sessions.

• Limited user support: Currently, VisCourt only supports indi-
vidual training, lacking collaborative training capabilities. Our
future work will address the current limited user support by tack-
ling visual confusion and synchronization issues that may arise
in MR multi-player environment.

• Predefined Tactic Simulation: Relying solely on motion capture for
tactic simulation is not sufficient. To overcome the limitation in
enriching tactical content of what-ifs, we will use generative al-
gorithms for game simulation, such as multi-agent reinforcement
learning, which can be more effective.

• Tutorial Creation Heavily: To address the limitation of the current
manual annotation process through our design framework by
coaches, we will explore using domain-knowledge agents for
automated tutorial creation based on segmentation from match
videos and expertise from tactical domain specialists..

8 CONCLUSION
In conclusion, this study explored the design space of in-situ visual-
ization for guidance in basketball tactic training . We collaborated
with both coaches and players to identify existing gaps in current
training routines and design goals for immersive training. Drawing
on these design considerations, we developed VisCourt, that enables
users to emulate collaboration or competition with virtual players
within various tactical scenarios on the court, thereby enhancing
their spatial and situational awareness. The overall user experience
of VisCourt was assessed through user studies confirming the effec-
tiveness and practicality. In the future, we aim to extend our in-situ
visualization practices to broadly application in motion.
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