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Figure 1: Text entry in a VR HMD using our three proposed foot-based techniques: (a) FeetSymTap, each foot controls one 
cursor to select target keys; (b) FeetAsymTap, right foot locates the position of the target and left foot makes the selection by 
toe tap; (c) FeetGestureTap, right foot inputs with the swipe-based method and left foot types with the tap-based method. 

ABSTRACT 
Foot-based input can serve as a supplementary or alternative ap-
proach to text entry in virtual reality (VR). This work explores 
the feasibility and design of foot-based techniques that are hands-
free. We frst conducted a preliminary study to assess foot-based 
text entry in standing and seated positions with tap and swipe 
input approaches. The fndings showed that foot-based text input 
was feasible, with the possibility for performance and usability 
improvements. We then developed three foot-based techniques, in-
cluding two tap-based techniques (FeetSymTap and FeetAsymTap) 
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and one swipe-based technique (FeetGestureTap), and evaluated 
their performance via another user study. The results show that the 
two tap-based techniques supported entry rates of 11.12 WPM and 
10.80 WPM, while the swipe-based technique led to 9.16 WPM. Our 
fndings provide a solid foundation for the future design and imple-

mentation of foot-based text entry in VR and have the potential to 
be extended to MR and AR. 
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1 INTRODUCTION 
Virtual Reality (VR) has revolutionized our interaction with digital 
content, ofering immersive experiences across various felds. With 
VR’s evolution and wider adoption, the quest for efcient and natu-
ral text input methods has become increasingly important. While 
conventional handheld controllers and hand gestures have been 
the prevalent means for text input in VR, the limitations arise when 
the hands are preoccupied with other essential tasks or when using 
hands is impractical or socially challenging in certain scenarios, 
such as public venues. 

Hands-free techniques have been investigated for text entry sce-
narios where users’ hands are unavailable, including voice recogni-
tion, head-based input, and eye-gaze interaction. Voice recognition 
systems enable users to dictate text verbally; however, they may 
be afected by ambient noise and accuracy issues [16]. Head-based 
methods rely on users’ head movements to select characters, which 
can increase neck fatigue and cause motion sickness [19, 32, 37, 38] 
or simulator sickness [54, 63, 67]. Eye-gaze interactions allow users 
to input text by fxating their gaze on the characters, but it may 
sufer from calibration issues, false-positive errors, and eye fatigue 
[44] and require a high level of focus and cognitive load [45]. 

Using the feet as an input source has been successfully explored 
in various use cases [61]. Foot-based interaction can be a viable and 
versatile approach for hands-free text entry. Foot typing, serving 
as an intuitive and hands-free method, allows users to interact 
with virtual keyboards using their feet. Foot-based typing ofers a 
potential solution to issues linked with head-induced discomfort, 
like motion sickness or simulator sickness [19, 32, 37, 63, 67], often 
experienced in mobile settings such as traveling in a public bus 
or subway (see Figure 2a). Moreover, foot-based typing could free 
users’ upper limbs. In seated activities like watching movies, it 
allows users to input text while keeping their upper limbs relaxed, 
mitigating the disruption in their comfort and immersion levels. 
It also can support interactions where the environment does not 
have a desk and where prolonged typing in via mid-air input can 
lead to hand and arm fatigue [22, 68] (see Figure 2b). The potential 
of foot-based techniques across various scenarios makes them an 
intriguing and increasingly relevant area of exploration. 

To our knowledge, no prior research has explored hands-free 
text input in VR using foot-based methods. Therefore, the central 
contribution of our work lies in a comprehensive investigation of 
foot-based text entry in VR, focusing on hands-free techniques. In 
this work, we explored three relevant research questions (in Sec-
tion 3.1) and then conducted a preliminary study (in Section 4) and 
one formal study (in Section 6) to explore and evaluate the design of 
the foot-based text entry techniques iteratively. Our exploration has 
led to seven lessons and fve design considerations for foot-based 
text entry. 

In short, our work presented in this paper makes the following 
contributions: 

• We presented a frst systematic exploration of the feasibility 
and applicability of foot-based text entry techniques for VR 
environments. 

• We devised and evaluated three distinct foot-based tech-
niques that demonstrated efcient performance with an ac-
ceptable workload. 

• We introduced an arched Qwerty keyboard with an ergonomic 
layout designed to align with the natural movement tra-
jectories of the feet and legs, enhancing user comfort and 
usability. 

2 RELATED WORK 
In this section, we frst provide an overview of the landscape of 
foot-based interaction, concentrating particularly on its exploration 
in text entry. Then, we review the research about tap and swipe 
text entry methods, primarily within VR. 

2.1 Foot-based Interaction 
Foot-based interaction has become popular in HCI for two main 
reasons. First, the lower limbs ofer a wide range of motion, enabling 
diverse and natural interactions. This range is infuenced by joints 
such as the ankle, knee, and hip, as well as the user’s posture [49]. 
For instance, in a sitting posture, the interaction range is confned 
to the area reachable by the feet, allowing for various foot and 
aerial (mid-air) gestures [52, 55, 60]. However, continuous lifting 
of both feet can lead to foot and leg fatigue. In a standing posture, 
only one foot can be used for interaction while the other stabilizes 
the body. During walking, the rhythmic, pattern-based movements 
of the feet restrict complex foot gestures for interaction, focusing 
primarily on balancing and covering the desired space [61]. Second, 
the availability of various devices capable of efectively capturing 
foot-related information has made it feasible to implement and 
explore foot-based interaction methods. These devices include foot-
worn sensors, such as pressure sensors (e.g., used in [52, 59]) or 
inertial measurement units (IMUs) (e.g., used in [47]), which can 
precisely track the movement and orientation of the feet in real-time 
[61, 77]. Moreover, VR HMDs often come equipped with motion-

tracking systems that can detect foot movements when combined 
with additional foot-tracking devices like the Vive Trackers, Kinect 
sensors, Vicon motion tracking system [51, 52, 77]. This integration 
enables users to interact with virtual environments using their 
feet, enhancing the sense of immersion and naturalness during VR 
interaction. 

Some prior research has demonstrated that foot interaction can 
be used for precise selection [24, 46, 47]. Saunders and Vogel [51] 
investigated indirect foot pointing through discrete taps and kicks 
while standing. They found a preference for toe taps during interac-
tion, followed by whole foot taps and then heel taps. Additionally, 
users in a standing position showed the ability to alternate between 
both feet. Felberbaum and Lanir [14] explored foot interactions 
across diferent stances and identifed symmetric foot postures and 
a preference for the dominant right foot among users. These in-
sights inspired our exploration of foot-based text input in VR, as 
text entry involves a sequence of pointing and confrmation selec-
tion actions. Saunders and Vogel [52] further investigated indirect 
foot interaction techniques for standing desks, emphasizing the 
role of foot postures not only in confrmation selections but also 
in pointing toward targets. However, text entry in VR presents a 
more intricate challenge, demanding high-frequency and precise 
pointing and selection actions due to densely arranged targets like 
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Figure 2: Two examples of potential scenarios for foot-based text entry. (a) A user is sitting on a bus or subway and holding 
something with both hands but wants to search for information on a website. Head typing could result in motion sickness, so 
he could type with one foot or both feet. (b) A user is writing a document in a hotel room, but there is no desk around, and the 
long period of mid-air typing makes is tiring, so the user alternates hands and feet to edit the text. 

characters on a keyboard. Users continuously locate and select dif-
ferent characters, requiring greater precision and subtle movements 
for accurate and error-free input. 

Exploring foot-based interaction for text entry addresses two pri-
mary motivations. The frst is its potential to serve as an additional 
input method to enhance efciency and reduce workload [47]. For 
instance, Rajanna et al. [47] incorporated foot gestures as a con-
frmation method for gaze-based text entry, resulting in improved 
text entry rates (foot gesture: 14.98 WPM, and foot press: 13.82 
WPM) and reduced visual fatigue. The second motivation involves 
providing an alternative input modality, particularly when users’ 
hands are occupied with other tasks or unsuitable for use. Some 
attempts have been made to enable text entry using foot gestures, 
but they only achieved relatively low text entry rates. Dobosz and 
Trzcionkowski [10] explored typing with four-foot gestures (toe tap, 
heel tap, toe rotation, and heel rotation) detected by a Myo armband 
but achieved only 1.46 WPM with IMU and 1.23 WPM with EMG. 
Pedrosa et al. [42] developed the DuoGrapher and SwingingFoot 
typing methods based on heel rotation for individuals with motor 
impairments, but both methods yielded text entry rates below 5 
WPM. Tao et al. [59] designed a shoe keyboard for typing through 
insoles that detect pressure and acceleration. While they analyzed 
the time cost of typing a character to be approximately 2.87 seconds, 
they did not run user studies to determine the actual text entry 
rates that users could achieve. 

These eforts highlight the challenges and potential of foot-based 
text entry in various contexts. As stated earlier, to our knowledge, 
no prior work has systematically examined the feasibility and ap-
plicability of text entry via foot-based techniques for VR scenarios. 
Our work thus aims to fll this gap. 

2.2 Text Entry with Tap 
The most well-known virtual keyboard relies on tapping for key 
selection. It became ubiquitous in modern touchscreen devices (e.g., 
smartphones), and its use has extended into VR. Tap metaphors 
have been extensively explored and compared in various studies, in-
cluding pointing to keys using ray casting with handheld controllers 
or head motions captured from the HMD (e.g., [5, 58, 64, 65, 75]) 
and touching virtual keys with hand/hand gestures (e.g., [2, 5, 12, 
40, 58]). 

In VR, the efectiveness of tap-typing techniques has been eval-
uated using diferent input methods, including controller-based 
touching and pointing, head-pointing, and even hand gestures. 
Studies have consistently shown that controller-based methods 
outperform other approaches regarding text entry rate. For in-
stance, Boletisis et al. [5] found that controller-based touching 
(21.01 WPM) achieved the highest text entry rate in VR, followed 
by controller pointing (16.65 WPM), head-pointing (10.83 WPM), 
and trackpad-based selection on a split keyboard (10.17 WPM). Sim-

ilarly, Spericher et al. [58] conducted an evaluation of VR text entry 
techniques and identifed controller pointing as the most efective 
method (15.44 WPM), followed by controller contact tapping (12.69 
WPM). Head pointing (10.20 WPM) also outperformed two-handed 
touch tapping (9.77 WPM) in some cases [5]. Additionally, Xu et al. 
[70] compared pointing with controllers (14.6 WPM) and pointing 
with the head (5.62 WPM) in AR and presented fndings consistent 
with those in VR. 

Researchers have explored various tap-typing confgurations, 
including one-handed and two-handed typing, split keyboard lay-
outs, and other approaches like using the palm of the non-dominant 
hand as an interactive keyboard and the dominant hand to tap on 
the palm of the non-dominant hand [66]. Adhikary and Vertanen 
[2] investigated contact tap-typing VR text entry with one or two 
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hands, considering both traditional Qwerty layout and split key-
board layout. They observed no signifcant diference in objective 
performance and workload between one-handed typing (16.1 WPM) 
and two-handed typing (16.4 WPM). However, they found that the 
text entry performance of the split layout with two hands was lower 
compared to the traditional Qwerty layout. On the other hand, the 
study conducted by Rickel et al. [48] involving one-handed and two-
handed mid-air tap input methods with the Microsoft HoloLens 2 
revealed that typing with two hands was faster and more preferred 
than typing with one hand. Nevertheless, the two-handed tap input 
method was also found to be less accurate and associated with 
higher fatigue in certain body parts. 

In previous work, researchers have evaluated VR tap-typing tech-
niques. The superior performance of controller pointing compared 
to bimanual touch tapping and the potentiality of some innovative 
approaches both would suggest that direct adaptation from tradi-
tional input methods and how text entry is done in the physical 
environment into VR scenarios do not always bring reciprocal per-
formance. As such, it is also important to determine how applicable 
tap-typing via users’ feet is in VR, as this is unexplored. 

2.3 Swipe-based Keyboard 
Word-gesture keyboards are commonly implemented using swipe 
motions and were initially designed for handwriting and stylus 
input [27, 78]. These keyboards allow users to input text by tracing 
continuous gestures on virtual keyboards, predicting words based 
on the gestures created. They have found widespread use in various 
contexts, and have been adopted in mobile touchscreen devices (e.g., 
[8, 9, 28, 53]), real-world mid-air interaction [3, 36], VR [6, 11, 21, 23, 
68, 70, 72, 74, 75], and AR [33]. While most word-gesture keyboards 
are designed for one-handed use, bimanual gesture keyboards [4], 
involving two-handed input on a split Qwerty keyboard, are also 
available, but they did not exhibit superior performance. 

Regarding VR text entry, the choice between swipe and tradi-
tional tap-typing keyboards depends on several contextual factors. 
For instance, when typing with a smartphone for a VR environment, 
studies have shown no signifcant performance diferences between 
tap-typing and word-gesture keyboards [21]. However, controller-
based word-gesture keyboards for VR are less user-friendly and 
efcient than tap-typing keyboards with controllers [23]. Word-

gesture head-based typing is often seen in AR HMDs and, in some 
instances, can lead to a faster text entry rate compared to tapping 
with a physical button or using dwell-based techniques [33, 75]. 

Diferent word-gesture input methods have been explored, in-
cluding using controllers [6], mid-air hands or fnger gestures 
[11, 18, 68], head pointing [33, 70, 72]. These approaches achieved 
varying text entry rates, error rates, and user experiences, suggest-
ing that the design and implementation of word-gesture keyboards 
can play a crucial role in their success. 

In summary, swipe keyboards have demonstrated their potential 
to enhance text entry performance and experiences across various 
platforms, including VR. 

3 RESEARCH QUESTIONS, APPROACH, AND 
IMPLEMENTATION 

In this section, we defne research questions and our approach 
to answering them and then introduce the implementation of the 
foot-based text entry techniques. 

3.1 Research Questions and Approach 
We formulated the following three research questions (RQ#) to 
systematically explore the feasibility of using users’ feet to achieve 
an acceptable text input performance and user experience. 

• RQ1. Is foot-based text entry feasible when sitting and stand-
ing in VR scenarios? Does it require long-term learning? 

• RQ2. How do we design foot-based text entry techniques 
for VR to achieve an acceptable hands-free text entry perfor-
mance with a light workload? 

• RQ3. Is foot gesture-based typing better than foot tap-based 
typing, and vice versa? What levels of text entry and error 
rates can these two typing methods achieve? 

To answer these RQs, we frst described our implementations 
that cover four design considerations: applicability, learnability, 
efciency and accuracy, and fatigue minimization. Our exploration 
started with a preliminary study to assess the feasibility and learn-
ability in both sitting and standing postures (RQ1). The gained 
insights were instrumental in refning the design of foot-tap and 
swipe-based text entry techniques. In the next user study, we com-

pared the performance and user experience of three techniques 
(FeetSymTap FeetAsymTap, and FeetGestureTap) designed based on 
the results of the preliminary study. The results from the prelimi-

nary study and the user study would help answer RQ2 and RQ3. 

3.2 Implementation 
3.2.1 Apparatus. We used an HTC Vive Pro 2 for this experiment. 
It had a dual RGB low persistence LCD screen, a 2448 × 2448 pixels 
per eye resolution, and a 120Hz refresh rate. It was connected to 
a Windows 10 Pro PC with an Intel i9-11900 CPU and an Nvidia 
GeForce GTX 3090 GPU. The techniques and virtual environment 
were implemented using Unity3D (v2021.3.1f1) with SteamVR Unity 
plugin (version 2.7.3) and an HTC Vive Tracker 2.0. We chose a 
comparatively low-cost setup to ensure the wider applicability of 
our fndings to devices available in the current market. 

3.2.2 Typing Interface. Users’ reluctance to learn new layouts, as 
adapting to diferent layouts can be challenging for them [2], have 
contributed to the frequent adoption of Qwerty keyboard layout 
in VR virtual keyboards [7]. Thus, we used the Qwerty keyboard 
layout to ensure low learnability costs. 

In the VR environment, we moved the keyboard interface from 
under the user’s feet to their direct line of sight. This change aims 
to improve user comfort and efciency by eliminating the need 
for frequent view rotations to see the keyboard under users’ feet 
[16, 39, 51]. The interface in the VR HMD consists of a text display 
area and a virtual keyboard. The text display area shows both the 
transcribed sentences and the input entered by users. The virtual 
keyboard is positioned 10m in front of users, and its size is set to 
3.6m × 1.4m, as Figure 3 shows. All character keys had the same 
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size (0.3m × 0.3m). These features are similar to those in prior work 
dealing with text entry techniques. 

3.2.3 Foot-based Interaction. The range of motion of the human 
knee and hip joints is generally similar, although individual reach 
ranges may vary due to diferences in leg lengths. To minimize po-
tential uncertainties, we selected participants with specifc heights, 
including two females with heights of 171cm and 162cm and two 
males with heights of 186cm and 175cm. This allowed us to de-
termine the size of the foot-operated keyboard as 80cm × 35cm, 
ensuring that participants could comfortably move their feet within 
this range. 

As discussed in Sections 2.2 and 2.3, tap-based and swipe-based 
approaches have been shown to enable highly efcient and accurate 
text entry in VR. We mainly focused on foot-based text entry meth-

ods using these two interaction approaches given their superior 
efciency and accuracy. There are several foot gestures that could 
possibly support these two interaction approaches. Toe tap and heel 
tap gestures are commonly used foot gestures for selecting options 
or activating specifc functions. The toe tap is particularly popular 
among these gestures due to its ergonomic advantages because it 
involves minimal efort and primarily relies on the movement of the 
ankle joint, making it a fatigue-minimizing choice for foot-based 
interactions [52, 61]. Based on several pre-pilot trials, we confrmed 
that HTC Vive Trackers could recognize foot-tap actions accurately. 

Pointing with the feet is primarily performed with the feet resting 
on the foor, as continuously foating the feet can quickly lead to 
leg fatigue, especially when standing because standing on one foot 
is challenging [61]. The feet rest naturally on the foor most of the 
time, while the feet may lift unintentionally during movement. To 
diferentiate intentional toe tap for selection purposes from natural 
foot-tip elevations, we established a criterion: selection activation 
occurs when the HTC VIVE Trackers strapped to the toes have 
an upward lift of more than 10 degrees. This value was chosen 
based on the average dorsifexion range [61] and our pre-testing. 
We identifed user toe tap by calculating the distance and direction 
of movement from the HTC VIVE Trackers. In other words, during 
typing, users can lift their feet moderately, as long as the elevation 
does not surpass the threshold used to recognize toe tap. 

3.2.4 Statistical Decoding Algorithm. The tapping-based text entry 
method handles the noise of input and predicts the input words 
with a statistical decoding algorithm [15]. The basic principle of 
the statistical decoding algorithm is to use maximum likelihood 
estimation and Bayesian inference to select the most likely words 
based on the entered characters and statistical information on word 
frequency and probability in the lexicon. We employed a lexicon of 
10K words, which consisted of the most probable words extracted 
from the American National Corpus [1]. 

3.2.5 Word-Gesture Recognition. We implemented the gesture-
word recognition algorithm by referencing existing works like 
SHARK2 [27]. The word gesture system decodes gestures into pre-
defned words from the lexicon mentioned in Section 3.2.4. Initially, 
each word in the lexicon is converted into a line connecting the key 
center points of sequential letters in the word. When processing a 
gesture, the algorithm starts by fltering out words in the lexicon 
whose start/end locations are more than one key-width away from 

the start/end of the gesture. Subsequently, the algorithm calculates 
the distance between a candidate word and the input gesture by 
the sum of the Euler distances. 

4 PRELIMINARY STUDY: EXPLORING 
FOOT-BASED TEXT ENTRY WHEN 
STANDING AND SITTING 

This study evaluated the feasibility of foot-based text entry in VR in 
standing and sitting postures. We devised two distinct one-foot text 
entry techniques, FootTap and FootGesture, as shown in Figure 3. 

4.1 Single-foot Text Entry Techniques 
4.1.1 FootTap. FootTap is a discrete text entry method (the left 
keyboard in Figure 3). The user can use their non-support foot, 
which does not provide the primary support for the body, to interact 
with a virtual keyboard displayed in the VR environment. The user 
can move their non-support foot on the foor to select the desired 
keys on the virtual keyboard. Once the desired key is highlighted 
or targeted, the user can then confrm the selection by performing 
a toe tap with the same non-support foot. 

4.1.2 FootGesture. FootGesture is a word-gesture text entry method 
adapted from touch-based word-gesture keyboards (the right key-
board in Figure 3). In this method, the user initiates the gesture by 
a toe tap of the non-support foot, indicating the start of the gesture. 
The gesture shape of the word is then traced when the non-support 
foot slides on the foor, and the gesture is concluded by another 
toe tap, indicating the end of the gesture. After, the user selects the 
target word from the candidate words by moving their non-support 
foot and toe-tapping it. This method leverages the foot’s natural 
dexterity and movement capabilities to enable seamless text entry 
in VR. The foot’s motion allows for a smooth and precise drawing 
of the word’s gesture, which is then interpreted by the system. 

4.2 Participants 
We recruited 8 participants (4 males and 4 females; aged between 
19 to 25, � = 22.63, �� = 1.93; heights from 160cm to 188cm, 
� = 170.11, �� = 10.33) from a local university. All participants 
were familiar with the Qwerty layout. participants had experience 
with VR before. 

4.3 Experiment Design and Procedure 
This study employed a within-subjects design with Techniqe and 
Posture as the two independent variables, resulting in four condi-
tions. The order of the four conditions was counterbalanced using a 
Latin-Square approach. In each condition, participants transcribed 
12 sentences sourced from MacKenzie and Soukoref’s phrase set 
[35]. The sentences were randomly selected without duplicates. 
The frst two sentences were designated for training purposes, and 
participants’ performance on these sentences was not recorded. The 
subsequent ten sentences were considered formal trials and were 
recorded for analysis. A total of 320 trials were used for analysis (= 8 
participants × 2 text entry techniques × 2 postures × 10 sentences). 

At the start of the experiment, participants completed a consent 
form and a demographics questionnaire. They were then introduced 
to the VR device, tasks, and techniques. After, participants were 
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Figure 3: The user typing with FootTap (the left keyboard) and FootGesture (the right keyboard) in seated and standing positions. 
The two keyboards are the typing interfaces in the VR HMDs, and the foot-operated keyboard on the foor is a rectangle Qwerty 
layout but is invisible in the real world. 

asked to wear the headset and begin the experiment. The experi-
ment comprised four sessions, each involving one of the techniques 
and one of the postures. Participants were asked to complete the 
task primarily focusing on speed and accuracy. To prevent the in-
fuence of the chair on the range of motion of the feet, participants 
were asked to sit in a stationary chair in each session. Participants 
were asked to complete post-task questionnaires after each session 
and participate in semi-structured interviews to gather their feed-
back and suggestions after fnishing four sessions. A fve-minute 
break was provided between two sessions, with additional time 
given if requested by a participant. The entire experiment lasted 
approximately 60 minutes. 

4.4 Evaluation Metrics 
We measured the performance of the two text entry techniques 
for each posture using the objective data recorded during the ex-
periments. Additionally, we gathered subjective feedback through 
three questionnaires. 

• Entry Rate was measured in words per minute (WPM) [73]. 
This metric was computed by taking the number of tran-
scribed words and dividing it by the time it took to complete 
the text transcription, which was measured in minutes. A 
word was defned as a continuous sequence of fve characters, 
including spaces. 

• Error Rate [57] was determined using standard word-level 
typing metrics, with the total error rate (TER) being the sum 
of the not corrected error rate (NCER) and the corrected 
error rate (CER). 

• Workload associated with text entry methods and postures 
was evaluated using the NASA-TLX workload questionnaire 

[20]. This questionnaire consists of six subscales represent-
ing diferent aspects of workload, including mental demand, 
physical demand, temporal demand, frustration, efort, and 
performance. Participants rated each subscale on a scale 
ranging from 0 to 100, with intervals of 5. Lower scores 
indicate a lower workload and better overall performance. 

• Usability was assessed using two diferent questionnaires: 
the After Scenario Questionnaire (ASQ) [30] and the Post-
Study System Usability Questionnaire (PSSUQ) [31]. ASQ is 
a scenario-based usability questionnaire comprising three 
statements designed to assess the usability of text entry meth-

ods under each posture. PSSUQ is used to evaluate the overall 
system usability of each text entry method. PSSUQ includes 
three sub-scales: system usefulness, information quality, and 
interface quality. For ASQ and PSSUQ, participants provided 
ratings for each statement on a 7-point Likert scale, with a 
rating of 7 indicating "Strongly disagree" and a rating of 1 
indicating "Strongly agree." Participants also had the option 
to mark the prompts as "N/A" (not applicable). The overall 
result for both ASQ and PSSUQ was computed by averaging 
the scores across the seven points of the scale. 

• Interview was a semi-structured regarding (1) participants’ 
willingness to type with their foot when hands are unavail-
able; (2) the experience of FootTap and FootGesture when 
used in each posture; and (3) any possible improvements for 
foot-based text entry. 

4.5 Results and Discussion 
We used SPSS 26 for data analysis. Shapiro-Wilk tests and Q-Q 
plots indicated that entry rate, ASQ, PSSUQ, and NASA-TLX data 
were normally distributed (� > .05), while TER and NCER were 
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not normally distributed (� < .05). Thus, we applied Aligned Rank 
Transform [69] to TER and NCER data before applying Repeated 
Measure (RM-) ANOVA tests. As there are six dimensions in NASA-
TLX data, we used Multivariate ANOVA (MANOVA) to compare 
the diferences. For one-dimensional normally distributed data, we 
applied RM-ANOVA tests. 

4.5.1 Entry Rate and Error Rate. An RM-ANOVA analysis indi-
cated that Posture had a signifcant main efect on entry rate 
(�1,7 = 9.292, � = .019, �2 = .670), while Techniqe did not show a � 
signifcant diference (� > .05), as illustrated in Figure 4a. 

The RM-ANOVAs demonstrated a statistically signifcant efect 
of Techniqe on TER (�1,7 = 16.599, � = .005, �2 = .703), but no � 
signifcant diferences in NCER (� > .05). Further, they did not 
reveal any signifcant diferences in Posture for TER and NCER 
(� > .05) (see Figure 4b and c). 

In general, FootTap and FootGesture both achieved acceptable 
entry rates (both over 7 WPM when sitting and 6 WPM when 
standing) and error rates (below 0.1%) in this short-term study. 
In the standing posture, FootTap and FootGesture led to slower 
performance when sitting (6.73 WPM with FootTap; 6.67 WPM with 
FootGesture). 

4.5.2 Usability and Perceived Workload. Figures 5a and b sum-

marize the ASQ and PSSUQ results, respectively. An RM-ANOVA 
found a signifcant main efect of Posture in ASQ scores (�1,7 = 
5.060, � = .050, �2 = .445). We did not fnd any signifcant difer-� 
ences in PSSUQ scores between the two techniques (� > .05). 

Figure 5c summarizes the mean NASA-TLX scores of each tech-
nique under each posture. Test results show that Posture had 
a signifcant efect on workload across all six dimensions (� = 
246.524, � = .004,� ���� ′ Λ = .001, �2 = .999). For each dimension � 
of NASA-TLX, RM-ANOVAs showed signifcant efects of Posture 
in mental demand (�1,7 = 5.948, � = .045, �2 = .459), physical de-� 

mand (�1,7 = 73.085, � < .001, �2 = .913), temporal demand (�1,7 = � 

21.415, � = .002, �2 = .754), efort (�1,7 = 7.498, � = .029, �2 = .517),� � 

and frustration (�1,7 = 11.641, � = .011, �2 = .624). Techniqe did� 
not lead to any signifcant diferences in workload. 

Similar to the results in entry and error rates, ASQ and NASA-
TLX scores for the two techniques were signifcantly higher in the 
standing condition than in the seated position, which means users 
prefer to use their feet to type while seated because their workload 
(mainly physical demands) is lower (see Figures 5a and c). 

4.5.3 Interview. All participants (N=8) unanimously agreed that 
foot-based text input is feasible when hands are unavailable. How-
ever, they demonstrated a preference for using foot typing for 
lightweight tasks, such as sending instant messages. Particularly 
in a seated posture, with feet readily available on the ground, no 
adjustment in position is required. For more extensive typing tasks, 
while foot typing may not sustain prolonged use, it can serve as 
an alternating text input technique alongside hand typing, espe-
cially when physical keyboards are not utilized. Additionally, when 
the head movement is limited, or the hands are preoccupied with 
other essential tasks, foot-based typing emerges as a promising 
alternative, potentially enabling efective communication. 

Users exhibited a distinct preference for the right foot (domi-

nant foot) when opting for foot input, regardless of whether in a 
standing or seated position. Without exception, all users selected 
the right foot for input, with the left foot primarily supporting in 
the standing position and assisting in posture adjustments while 
seated, analogous to the stabilization role of the left hand [17]. This 
is consistent with the principle of left-hand priority in Guiard’s 
kinematic chain model of asymmetric bimanual tasks [17], where 
both the left hand and left foot handle tasks contribute less pre-
cision or positioning adjustments, while the right hand and right 
foot undertake actions requiring higher precision and fner motor 
control. 

Participants expressed that FootTap was easier to grasp, and 
although they learned to use FootGesture quickly, they still needed 
some training to become profcient since they did not often work 
with word-gesture-based typing techniques. They acknowledged 
that typing while standing was more physically demanding than 
seated, with seven participants mentioning that FootTap was the 
most tiring and only one participant (P8) reporting FootGesture as 
more exhausting. Typing with one foot while standing requires the 
other foot to bear the balance of the entire body, potentially causing 
leg fatigue. Even when using both techniques in a seated posture, six 
participants still experienced some leg fatigue because the knee had 
to rotate when positioning characters, and some distant characters 
required large-amplitude leg movements. 

Regarding FootTap, all participants expected to be able to utilize 
both feet similarly to how they would use their hands for typing 
with a physical keyword, which could reduce leg fatigue. However, 
using both feet simultaneously while standing was not feasible due 
to the need for one leg to help maintain balance. Furthermore, four 
participants also had an expectation that the confrmation of target 
selection could be more precise, as one foot was tasked with both 
locating target keys and confrming the selection of the location, 
which increased motor coordination requirements. Although doing 
both tasks with one foot gave them some challenges, they still 
thought that the confrmation of the toe tap was better compared 
to other foot confrmation methods, such as the heel lift. This was 
because the toe lift would be a labor-saving action that people could 
easily do. 

On the other hand, in the case of FootGesture, fve participants felt 
limited by the requirement to make word-level entries, hindering 
their fexibility in typing. For instance, when typing the common 
word ‘the’, a common short word, using FootTap, they only needed 
to tap the frst letter ‘t’ to access the word from the predictions. 
In contrast, FootGesture required the complete typing of the word, 
which posed a potential drawback. 

4.6 Lessons Learned from the Preliminary Study 
The following lessons (L#) were learned from this preliminary 
study. 

L1. Users could enter text with tap- and swipe-based typing 
methods in seated and standing positions without requiring 
extensive learning. However, it is less feasible or practical to 
perform foot typing in a standing position for a long time 
due to physical fatigue (RQ1). 
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Figure 4: The means of (a) Entry rate, (b) TER, and (c) NCER. 

Figure 5: The means of (a) ASQ, (b) PSSUQ, and (c) NASA-TLX scores. 

L2. Short, simple text entry tasks are more appropriate when 
standing, such as entering passwords and sending short mes-

sages (e.g., using an instant messaging app), especially using 
FootGesture. In the seated position, lightweight text entry 
tasks were more feasible, as there was no need for the legs 
and feet to help maintain body balance. 

L3. Compared to typing via only one foot, participants were 
more expecting to coordinate and utilize both feet for text 
entry, which may help to reduce leg fatigue and improve the 
precision of selection confrmation. 

L4. The swipe-based approach (FootGesture) tends to involve 
less fatigue compared to the tap-based approach (FootTap) 
in standing posture. However, the swipe-based approach’s 
infexibility may hinder its use in certain cases, such as typing 
some short words. 

5 USER-INSPIRED BIPED-BASED TEXT ENTRY 
TECHNIQUES 

Based on the fndings from the preliminary study, we improved 
our foot-based text entry techniques from the following three as-
pects: (1) shifting from uniped-based to biped-based text entry, (2) 
modifying the rectangular layout to arch-shaped for tap-based text 
entry techniques to reduce the leg fatigue, and (3) integrating a tap 
mechanism into the swipe-based text entry approach to solve its 
infexibility. Before introducing the proposed techniques, we frst 
describe the design rationales for the arch-shaped keyboard layout. 

Changing the Qwerty keyboard to an arch-shaped one is pri-
marily motivated by the physiological structure and movement 
patterns of users’ feet, which is supported by Müller et al.’s design 
[39] that implemented a semi-circular interface when exploring 
foot-operated user interfaces and Wenge et al.’s design [71] which 
used a distorted circular interface to support directional foot move-

ments for selecting targets from a fxed standing position. The 
human foot is composed of the heel and the toes. When the heel 
remains stationary, the motion of the toes naturally follows an 
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arched trajectory and primarily involves the ankle joint. In con-
trast, if the entire foot or the heel is in motion, both the ankle 
and knee joints are engaged. This design considers that users tend 
to rotate their feet around their heels rather than dragging them 
across the foor, as also observed in Velloso et al.’s studies [60]. This 
rotation minimizes the involvement of knee joints and horizontal 
foot movements. Designing the keyboard in an arch form mini-

mizes the rotation of the knee joints and horizontal foot movement, 
thus reducing leg fatigue. This keyboard design capitalizes on the 
anatomical compatibility of the arch shape with the foot’s inherent 
movement tendencies, promoting more ergonomic and comfortable 
interactions, as Figure 6a shows. Using an arched keyboard, users 
can simply pivot the ankle joint to reach keys close to the current 
cursor position (see Figure 6b). For keys situated at a greater dis-
tance, a combination of ankle joint rotation and slight knee rotation 
can be employed to reach the desired keys’ location (see Figure 6c). 
In the foot-operated keyboard, the arc length of the upper arc is 
65cm, the arc length of the lower arc is 60cm, and the distance 
from the upper arc to the lower arc is 27cm (see Figure 7a). The 
movement range of the HTC VIVE Tracker is the same as the size 
of the foot-operated keyboard. 

The decision to use the arched keyboard exclusively for tap-
based techniques and not for swipe-based techniques stems from 
the nature of the two methods and ergonomic considerations. Tap-
based techniques involve single-character input, where users select 
one character at a time. The arched keyboard is well-suited for 
this method because it allows efcient tapping with minimal leg 
displacement. Users can pivot their ankles to reach keys, reducing 
the need for extensive leg movement. Conversely, swipe-based tech-
niques require the sequential input of multiple characters through 
swiping gestures. A rectangle keyboard layout is more suitable for 
swiping as it encourages relatively straight trajectories for swip-
ing gestures. This layout enhances the fuidity and coherence of 
swiping gestures by minimizing unnecessary changes in direction 
between successive swipes. 

We next introduce three biped-based typing techniques, includ-
ing two tap-based techniques (FeetSymTap and FeetAsymTap) and 
one word-gesture-based technique (FeetGestureTap). 

5.1 FeetSymTap 
FeetSymTap is a bipedal discrete symmetric text entry technique 
that provides users with two cursors, each representing one foot. 
These cursors select characters from a virtual Qwerty keyboard 
through foot movements. The character selection is confrmed by 
performing a toe tap on the foot corresponding to the active cursor. 
The toe tap action requires users to raise and lower their toes. This 
design is adapted from typing with both hands, allowing the user 
to type more fuidly and coordinately and helping prevent overuse 
or strain on a single foot. Symmetry in foot gestures is a pivotal 
aspect of FeetSymTap, considering the inherent coordination and 
simultaneous use of both feet during interactions [14]. Saunders et 
al.’s discovery [51] that the ability to perform discrete clicks with 
both feet while standing shows minimal dominance between feet 
further supports the importance of symmetric foot gestures. 

When typing with both hands, each hand typically assumes a 
distinct role—typically, the left hand controls the left side of the 

keyboard while the right hand manages the right side. However, 
people’s feet lack the same level of dexterity as their hands. In 
daily activities, humans often alternate the use of both feet. Ad-
ditionally, Felberbaum et al. [14] identifed a user preference for 
the right foot. This suggests that during usage, users may naturally 
alternate between both feet, with a tendency to favor the right 
foot more. Typing on a keyboard does not allocate the left foot 
solely for inputting characters on the left side and the right foot for 
the right side. Consequently, situations may arise where one foot 
attempts to access keys closer to the other foot. Due to the limited 
fexibility of the feet, one foot might not promptly yield space to 
accommodate the movement of the other foot. Consequently, this 
obstruction could impede the movement or access of the other foot 
during typing. To avoid one foot obstructing another during typing, 
the positions of the foot-operated keyboards under two feet are 
intentionally misaligned, as shown in Figure 7a. 

5.2 FeetAsymTap 
FeetAsymTap is an asymmetric bipedal discrete text entry tech-
nique. In this method, the user employs their right foot to move 
a cursor and select characters, while the left foot is responsible 
for confrming the selection with a toe tap. This typing interface 
features a single cursor, which can only be controlled by the right 
foot, as illustrated in Figure 7b. This design choice serves two main 
purposes. 

First, akin to the principles governing the cooperation between 
adjacent motors in Guiard’s kinematic chain model [17], FeetAsym-
Tap allocates distinct tasks to the left and right feet, resembling the 
diferent positions of motors within a chain. This helps mitigate 
potential conficts or confusion between selection and confrmation 
during text entry. Unlike hands, where users can perform pointing 
and selection almost simultaneously, the limited fexibility of feet 
requires a more sequential execution. Pointing, involving larger-
scale movements, is assigned to the right foot (usually the dominant 
foot [14]), while the left foot confrms the selection. This division 
of labor enhances user operational efciency. This division of labor, 
based on the right foot’s suitability for fner actions, helps enhance 
user operational efciency. 

Second, the design considers the ease of performing toe raises 
when the leg is perpendicular to the ground in a seated posture. 
However, as the leg is moved backward in the seated position, per-
forming toe taps becomes more challenging. This is primarily due 
to the relaxed or weaker state of the relevant muscle group and the 
shift in the body’s center of gravity [50]. Considering the dominant 
foot typically exhibits greater efectiveness in psychomotor aspects 
compared to the non-dominant foot [41], we strategically assigned 
the right foot, the dominant foot for most individuals, to move on 
the foor. 

5.3 FeetGestureTap 
FeetGestureTap is an asymmetric bipedal text entry technique that 
combines swipe-based and tap-based methods. In this technique, 
the right foot is primarily responsible for word-level gestures, while 
the left foot handles character input with the tap-based approach. 
The user initiates a word-level gesture by performing a toe tap with 
their right foot, signaling the start of the gesture. The shape of the 
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Figure 6: (a) The arched Qwerty keyboard is displayed in the HMD to provide visible feedback for the user. The foot-operated 
keyboard on the foor is also arch-shaped but is invisible. (b) Key ‘F’ is close to the location of the current cursor (key ‘H’), so 
the user can simply pivot the ankle joint for a close movement. (c) The target key ‘R’ is far from the cursor (key ‘B’), so the user 
needs to employ a combination of ankle joint rotation and a slight knee rotation to efectively reach the key ‘R’ to achieve 
long-distance movement. 

word’s gesture is then traced by sliding the right foot accordingly, 
and the gesture is completed with another tap, indicating the end 
of the gesture. Importantly, when the right foot draws a gesture, 
the cursor controlled by the left foot can move but cannot perform 
tap selections. This design ensures that both feet have distinct and 
complementary roles in the text entry process. 

The foot-operated keyboard and typing interface in HMDs used 
for FeetGestureTap is a rectangle Qwerty keyboard. However, due to 
the potential for collision between the two feet when they are both 
in motion, special consideration is given to prevent such interfer-
ence. For instance, if the right foot is placed on the key ‘g’, and the 
left foot attempts to tap on the letter ‘i’, the left foot may be blocked 
by the right foot on its way to the key ‘i’. To address this issue, 
the positions of the foot-operated keyboards for the two feet are 
intentionally adjusted to be diferent, as depicted in Figure 7c. This 
asymmetrical arrangement helps avoid any potential interference 
or collision between the two feet as they move and interact with 
their respective keys. 

To strike a balance between minimizing leg movements and 
preventing the ‘fat fnger’ phenomenon [75] that can occur with ex-
cessively small keyboard sizes, each foot’s foot-operated keyboard 
is set to a size of 60cm × 30cm, with individual letter keys mea-

suring 5cm × 5cm (see Figure 7c). The virtual keyboard in the VR 
interface is placed 10m away from the center of the user’s feld of 
view, consistent with the keyboards used in the preliminary study. 

6 STUDY 1: EVALUATION OF THE THREE 
USER-INSPIRED BIPED-BASED TEXT ENTRY 
TECHNIQUES 

This study aims to evaluate the performance and user experience 
of the three biped-based text entry techniques. 

6.1 Participants 
Eighteen participants (8 males; 10 females) between the ages of 
18-27 (� = 22.89, �� = 2.42) and heights of 158cm - 186cm (� = 
173.18, �� = 9.45) were recruited from the same university campus 
to participate in this study. 

6.2 Experiment Design and Procedure 
We used a within-subjects design with Techniqe as the indepen-
dent variable. A Latin-Square approach was employed to counter-
balance the sequence of the three techniques. For each technique, 
participants were tasked with transcribing a set of 12 sentences 
sourced from MacKenzie and Soukoref’s phrase set [35]. These 
sentences were selected at random, ensuring no repetitions. The 
initial two sentences were designated for training purposes and not 
recorded. Subsequently, the next ten sentences constituted formal 
trials, and their outcomes were recorded for subsequent analysis. Af-
ter fnishing typing for each technique, participants were required 
to fll out the NASA-TLX and PSSUQ questionnaires. Participants 
could take a break of at least three minutes between each technique 
or longer if requested. The entire experiment lasted approximately 
40 minutes. As a result, a total of 540 trials were included in the 
analysis dataset (= 18 participants × 3 text entry techniques × 10 
sentences). 

6.3 Results 
The results of Shapiro-Wilk tests indicated that TER, NCER, NASA-
TLX data were not normally distributed (� < .05). Thus, we ap-
plied RM-ANOVAs for one-dimensional normally distributed data, 
MANOVA for multi-dimensional normally distributed data (NASA-
TLX data), and Friedman tests for non-normally distributed data 
(TER and NCER). we reported the degrees of freedom with Greenhouse-
Geisser correction (when � < .75) or Huynh-Feldt correction (� > 
.75). Efect sizes were reported using partial eta squared (�� 

2
) for 
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Figure 7: The typing interface in the VR HMDs and foot-operation keyboard of (a) FeetSymTap, the arched typing area for 
the left foot overlaps with that of the right foot by approximately 1/3. (b) FeetAsymTap, only one arched typing area beneath 
the right foot. (c) FeetGestureTap, there are rectangular typing areas beneath both the left and right feet, with approximately 
one-third overlap between the two. The actual location of the HTC VIVE Tracker is the size of the foot-operation keyboard. 
The valid active area of the HTC VIVE Tracker corresponds to the typing area that matches its color. 

ANOVA tests and Kendall’s� for Friedman tests. Post-hoc pairwise 
comparisons with Bonferroni correction were used if signifcant 
diferences were identifed. 

6.3.1 Entry Rate and Error Rate. The RM-ANOVA yielded Tech-
niqe had a signifcant efect on entry rate (�2,34 = 6.444, � = 
.004, �2 = .275), as shown in Figure 8a. Post-hoc pairwise compar-� 
isons indicated the entry rate of FeetGestureTap (� = 9.16, �� = 
2.16) was signifcantly slower than FeetSymTap (� = 11.12, �� = 
1.94) (� = .006) and FeetAsymTap (� = 11.80, �� = 1.94) (� = .030). 

Friedman tests indicated that Techniqe had a signifcant main 
efect on TER (�

3

2 = 6.282, � = .043,� = .174), but no signifcant 
efect on NCER (� > .05) (see Figure 8b and c, accordingly). Post-
hoc tests found FeetAsymTap (��� = 3.10%) led to lower error rates 
than FeetSymTap (��� = 3.59%) (� = .020). 

performance (�2,34 = 16.301, � < .001, �2 = .490), and frustration � 

(�2,34 = 12.840, � = .001, �2 = .430). Post-hoc tests indicated that � 
FeetAsymTap (� = 41.11, �� = 15.58) required less physical de-
mand than FeetGestureTap (� = 52.78, �� = 19.50) (� = .044). 
Further, participants were less satisfed with their performance 
on FeetGestureTap (� = 40.00, �� = 15.62) than FeetAsymTap 
(� = 24.44, �� = 13.71) and FeetSymTap (� = 25.83, �� = 10.88) 
(both � < .001), they felt more efort was put using FeetGestureTap 
(� = 53.61, �� = 19.84) than FeetAsymTap (� = 39.44, �� = 12.94) 
(� = .031) and FeetSymTap (� = 42.22, �� = 11.91) (� = .032), and 
sufered greater frustration with FeetGestureTap (� = 37.78, �� = 
20.95) than FeetAsymTap (� = 22.22, �� = 10.65) (� = .001) and 
FeetSymTap (� = 24.72, �� = 15.95) (� = .003). 

6.4 Discussion 
6.3.2 Usability. RM-ANOVA tests revealed signifcant diferences 
in PSSUQ overall scores (�1.262,21.454 = 6.454, � = .014, �2 = .275),� 

system usefulness scores (�2,34 = 5.127, � = .011, �2 = .232) and in-� 

formation quality (�1.143,19.427 = 6.661, � = .0115, �2 = .282) among � 
the three techniques, as shown in Figure 9a. Post-hoc pairwise com-

parisons revealed that the PSSUQ overall score (� = 2.59, �� = 
1.17) and system usefulness (� = 2.44, �� = 1.03) of FeetGesture-
Tap were higher than them of FeetSymTap (� = 1.93, �� = 0.45; 
� = .041 for overall scores and � = 2.02, �� = 0.66; � = .029 for 
system usefulness). The overall score of FeetGestureTap was sig-
nifcantly higher than that of FeetAsymTap (� = 1.82, �� = 0.68) 
(� = .047). 

6.3.3 Perceived Workload. Figure 9b shows the NASA-TLX scores 
for the three biped-based text entry techniques. MANOVAs revealed 
a signifcant diference in perceived workload (� = 29.034, � < 
.001,� ���� ′ Λ = .064, �2 = .936). For each dimension of NASA-� 
TLX, RM-ANOVAs showed signifcant efects in physical demand 
(�2,34 = 3.570, � = .039, �2 = .174), temporal demand (�2,34 = � 

3.910, � = .030, �2 = .187), efort (�2,34 = 5.989, � = .006, �2 = .261),� � 

The two tap-based biped text entry techniques demonstrated entry 
rates of 11.12 WPM and 10.80 WPM, respectively, as Figure 8 shows. 
These rates are comparable to other hands-free typing techniques, 
including dwell-based approaches (10.20 WPM [58]; 10.59 WPM 
[75]; 11.18 WPM [34]), BlinkType (13.47 WPM [34]), and NeckType 
(11.18 WPM [34]). Meanwhile, FeetGestureTap (9.16 WPM), the word-
gesture-based method, exhibited a slightly slower entry rate than 
the two tap-based techniques. Overall, the error rates across the 
three techniques were low. The NCER of the three biped-based 
techniques was not signifcantly diferent. That means there is no 
diference between the three techniques regarding their impact on 
user-initiated error correction. 

Users rated the usability of all three biped-based typing tech-
niques highly, with the mean PSSUQ scores lower than 3 (see Fig-
ure 9a). All three techniques show acceptable workload levels (most 
scored below 50) (see Figure 9b) [13]. Across all three techniques, 
participants reported mental workloads that were consistently in 
the range of 30 points, indicating a moderate level of cognitive en-
gagement during the typing tasks. The workloads associated with 
the FeetAsymTap and FeetSymTap generally fall below 40, except 
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Figure 8: The means of (a) Entry rate, (b) TER, and (c) NCER. ***, **, and * represent a .001, .01, and .05 signifcance level 
(Bonferroni-adjusted), respectively. The same marking scheme is used in Figure 9. 

Figure 9: The means of (a) PSSUQ Score and (b) NASA-TLX scores. 

for a slightly higher score in physical demands, just above 40 (Any 
workload exceeding 40 is deemed high [25]). In contrast, the NASA-
TLX score for FeetGestureTap tends to be slightly higher. In previous 
VR text entry research (e.g. [16, 26, 43, 58]), the NASA-TLX scores 
were generally above 40. The NASA-TLX scores of FeetAsymTap 
and FeetSymTap are comparable to the NASA-TLX scores of these 
text entry techniques. This suggests that these two foot-based text 
entry techniques might also ofer efciency or ease of learning 
and mastery during user interaction and use. The slightly higher 
score for FeetGestureTap may imply increased demands in certain 
aspects, possibly involving more physical movement or cognitive 
burden. The consistency in the NASA-TLX scores suggests that 
typing in a VR environment is a challenging task, potentially due 
to the complexity of VR environments, interaction dynamics, and 
inherent challenges associated with text input. The slightly higher 
score for FeetGestureTap may imply increased demands in certain 

aspects, possibly involving more physical movement or cognitive 
burden. 

The outcomes about text entry performance and subjective feed-
back afrm the profciency of the three biped-based techniques 
in achieving an acceptable pace of input for hands-free text entry 
within the VR context (RQ2). 

6.4.1 Symmetric vs. Asymmetric Bipedal Tap-based Techniques. The 
tap-based text entry techniques, FeetAsymTap and FeetSymTap, in-
volve similar foot actions, showcasing simplicity in their execution, 
whether the technique is asymmetrical or symmetrical. In tasks 
requiring basic actions or movements that mirror each other, such 
as stepping or rotating the toes of both feet, the feet generally 
demonstrate a similar level of profciency [14]. Thus, users did not 
perceive signifcant diferences in typing rates or task difculty 
between the two techniques. 
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The total error rate (TER) of FeetAsymTap (3.10%) was marginally 
lower compared to FeetSymTap (3.59%). This distinction can be at-
tributed to the higher level of coordination required for tapping 
and positioning on a single foot, and the non-dominant foot has 
less mobility than the dominant one [41]. Precise control over foot 
movement is essential to position and tap accurately. In FeetAsym-
Tap, the right foot, serving as the dominant foot for users, performs 
the fner pointing action, which helps reduce the occurrence of 
errors. In FeetSymTap, without specifc functionalities assigned to 
each foot, there might be increased confusion between diferent 
actions, subsequently afecting accuracy. This issue arises due to 
the constant need to transition between toe-tapping and lateral 
foor movement, introducing added complexity that may contribute 
to errors. 

It is essential to acknowledge that people’s feet exhibit less fexi-
bility and coordination compared to their hands. In the context of 
hand-based text entry, pointing and selecting actions can be consid-
ered almost equal in their signifcance and often occur concurrently. 
However, when translating the text entry task to the feet, the task 
takes place sequentially. 

The text entry task delineates pointing and tapping as two hier-
archical actions. In FeetAsymTap, the tapping of the left foot action 
follows the pointing of the right foot, seemingly deviating from the 
left hand (non-dominant foot) precedence principle in the Guiard’s 
kinematic chain model of asymmetrical bimanual tasks [17]. This 
divergence occurs because the pointing action of the lower limb, 
compared to the toe-tapping action, is more intricate and holds a 
higher signifcance in typing tasks. Due to greater precision/control 
in the right foot (dominant foot), the right foot undertakes the more 
complex task. 

6.4.2 Tapping vs. Gesturing for Foot-based Text Entry ( RQ3). The 
comparison between the swipe-based technique (FeetGestureTap) 
and the two tap-based techniques (FeetSymTap and FeetAsymTap) 
reveals diferences in entry rates (see Figure 8a) and user percep-
tions (see Figure 9a and b). FeetGestureTap showed a slower entry 
rate than the tap-based techniques, and participants found it less 
usable and useful, according to PSSUQ results. NASA-TLX scores 
indicated higher physical demand, efort, performance, and frustra-
tion with FeetGestureTap, suggesting increased participant efort 
without commensurate performance improvement. 

In our preliminary study, we found no signifcant diferences in 
text entry rates between standing and sitting postures for both tap 
and swipe mechanisms (Section 4.5). This lack of disparity can be 
attributed to the continuous single-leg input required in the tap-
ping mechanism, involving frequent transitions between pointing 
and selection actions, whereas gesturing, despite its continuous 
nature, involves a lower frequency of switching between pointing 
and selection actions. However, when both feet are available for 
alternating use in a sitting posture, the tapping mechanism for text 
entry demonstrates superior performance. This suggests that the 
efciency of text input using tapping versus gesturing mechanisms 
is infuenced by the alternating use of both feet. FeetSymTap allows 
users to freely decide which foot to use, and the user is free to 
decide which foot to use because both feet have the same function. 
With FeetAsymTap, the user is forced to alternate the use of both 
feet; that is, the left foot needs to be tapped after each pointing 

of the right foot. The feet are mainly used in an alternating form 
in daily life, such as walking and climbing stairs. This means that 
alternate use is more in alignment with daily behavior. 

6.4.3 Ergonomic Keyboard Layout. The reduced physical demands 
with FeetSymTap, which can be attributed to its arched Qwerty 
keyboard, aligning with the foot’s natural movement path. This 
ergonomic design minimizes the need for extended leg movements, 
enhancing ease and accuracy in tapping keys. Alternative keyboard 
layouts, like RingText [72] and PizzaText [76] that are based on a cir-
cular layout and Flower Text Entry [29] that follows a fower shaped 
layout, have further emphasized the signifcance of ergonomic de-
sign, showcasing improved text entry performance through layouts 
aligned with natural body movements. These approaches highlight 
the importance of ergonomic considerations in keyboard design, 
promoting user comfort and ease of use, potentially enhancing 
typing speeds and accuracy. 

6.4.4 Non-overlapping Input Spaces for Indirect Interaction. With 
FeetSymTap, the intentionally misaligned design of the foot-operated 
keyboards, aimed at preventing potential obstructions between the 
movement of both feet, did not result in reported typing difculties. 
Participants interacting with the indirect interface prioritized ob-
serving on-screen cursors within their HMD to interpret characters 
for selection, similar to the mechanism observed in mouse opera-
tions. This implicit reliance on cursor positions on the VR display 
suggests that users may not heavily consider the precise position-
ing of their feet when operating the foot-operated keyboards. This 
alignment discrepancy between the virtual display and the actual 
placement of the keyboards did not cause operational discomfort or 
cognitive challenges for participants, which aligns with Seinfeld et 
al.’s [56] fndings that during indirect interactions using a physical 
stick to reach a distant object or a virtual cursor to select an icon, 
the user can transfer motor control of a specifc body part to a 
mechanical or virtual end-efector without a signifcant impact on 
performance. 

6.5 Lessons Learned from the User Study 
L5. The outcomes about text entry performance and subjective 

feedback afrm the profciency of the three biped-based tech-
niques in achieving an acceptable pace of input for hands-
free text entry within the VR context (RQ2). 

L6. Coordinating tapping and positioning on the same foot is 
demanding and can be disruptive to smooth movements, po-
tentially afecting accuracy. The frequent transition between 
toe-tapping and lateral movement introduces complexity, 
which may lead to errors. 

L7. The bipedal tap-based techniques signifcantly outperformed 
the swipe-based technique in terms of typing entry rate and 
subjective feedback mainly due to the alternative use of the 
feet. As such, alternate foot use is an efective way to mitigate 
foot fatigue. 

6.6 Potential (Un)Suitable Application Scenarios 
of Foot-based Text Entry 

The performance of the three biped-based text input techniques 
demonstrates the feasibility of doing lightweight input tasks in 
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a seated position. Foot-based typing could address issues related 
to head motion-induced discomfort, free upper limbs to allow a 
more relaxed interaction (e.g., when watching a movie in a seated 
position), and is inconspicuous, which is especially useful in public 
scenarios. 

Head movements might cause issues such as motion sickness 
[32, 37, 38] or simulator sickness [54, 63, 67], particularly in mo-

bile environments such as being in a subway and bus. When both 
hands are occupied in these mobile environments, foot-based text 
entry could be considered a possible and viable input method (see 
Figure 2a for an example). 

Foot typing in some seated positions, such as when watching 
movies, mitigates the disruption of comfort and immersion by uti-
lizing the natural position of users’ feet on the foor, allowing for 
a relaxed and freely movable posture without involving the up-
per limbs. Moreover, in some environments, such as a desk/table 
in front of a user or dim lights, foot-based typing is unobtrusive, 
making it more socially acceptable in public areas [62]. 

In addition, foot typing introduces a viable approach to deskless 
interactions. In an unrestricted ofce environment without the 
constraints of a traditional desk setup, users have the freedom to 
choose their seating arrangements, such as opting for a comfortable 
sofa or couch to sit on. Without a traditional ofce desk, typing 
in mid-air can lead to hand fatigue [22, 68], making foot typing 
an efective supplement or alternative. Users have the fexibility 
to choose to use foot typing exclusively or switch to hand typing 
when fatigue sets in (see Figure 2b). 

In daily life, we commonly adopt three postures: sitting, stand-
ing, and walking. Foot-based text entry is most suitable for users 
in a seated position, where the feet are relaxed. While standing 
is also feasible, it may not be ideal for prolonged use due to bal-
ance considerations and limited foot movement. Walking, with 
its focus on maintaining balance and awareness of surroundings, 
poses challenges for foot-operated text input, making it less optimal, 
especially in situations requiring heightened concentration. 

7 DESIGN RECOMMENDATIONS FOR 
FOOT-BASED TEXT ENTRY (RQ2) 

From the above results, we can distill the following fve design 
considerations. 

• Minimizing leg movement. Minimizing the extent of leg 
movement is crucial, as excessive leg movements can easily 
lead to fatigue, subsequently impacting typing performance. 
The performance and workload involved were optimized 
when the user used both feet and had a reduced range of 
foot motion, as observed in Study One. 

• Redesigning the keyboard layout. Aligning the keyboard 
layout with the inherent motion paths of the legs and feet 
ensures that users can interact with the keyboard comfort-

ably and efciently, reducing the risk of strain or discomfort 
associated with unnatural movements. As pointed out in Sec-
tion 6.4.3, the arched Qwerty keyboard is one of the reasons 
the two tap-based techniques (FeetSymTap and FeetAsym-
Tap) led to lower physical demands due to the more natural 
accessibility of the target keys. 

• Alternating foot usage. Encouraging users to alternate 
between feet for input can distribute the load more evenly 
and help reduce the risk of fatigue in a single leg. The typing 
performance greatly improved when using the three biped-
based text entry feet, as the results of Study 1 showed. 

• Mapping tasks based on foot’s dexterity. The non-dominant 
foot is better suited for relatively simple tasks like tapping 
rather than complex tasks such as precise key positioning or 
tracing. The dominant foot can be assigned more complex 
tasks and those requiring precision. In the preliminary study, 
we found that users used the right foot (their dominant foot) 
more frequently in both standing and sitting positions, and 
fewer errors occurred when the purpose of the left and right 
feet was separated clearly (lower TER for FeetAsymTap com-

pared to FeetSymTap). 
• Prioritizing simple actions. Swipe selection is more com-

plex and necessitates continuous and coordinated leg move-

ments, which can be more physically demanding than tap-
ping and is less suitable where there is a need to switch 
between two feet frequently. Users’ feet are not as dexterous 
as their hands. As such, for repetitive tasks like text entry, 
simple, easy-to-perform actions look more suitable and pre-
ferred by users. That is one reason FeetGestureTap did not 
perform as well as FeetSymTap and FeetAsymTap in entry 
rate and subjective feedback. 

8 LIMITATIONS AND FUTURE WORK 
There are some limitations in our work that can help frame future 
lines of research. 

First, We tracked users’ foot movement and gestures using HTC 
VIVE Trackers, which is efective in controlled environments. How-
ever, using these trackers in public or mobile settings has limitations. 
Recent studies propose integrating smaller sensors onto shoes, uti-
lizing technologies like pressure sensors and accelerometers for 
richer foot motion information [61]. Future research could explore 
diverse sensors to capture a broader range of foot movements, en-
abling the design of alternative text entry techniques for various 
scenarios. 

Second, our work on foot-based typing in VR environments did 
not focus too much on the possibility of users accidentally trigger-
ing keyboard operations, given that this was not an issue in our frst 
preliminary study. We made a basic distinction between the slight 
foot-lifting and toe-tapping actions. As this research represents an 
initial exploration into using feet for typing within VR settings, the 
risks associated with the potential accidental triggering of oper-
ations have not been examined in detail. Future work can delve 
deeper into understanding and mitigating the risk of inadvertently 
triggering actions during text entry via users’ feet. 

Third, the proposed foot-based techniques require accurate recog-
nition of toe taps. However, we did not account for variations in 
user anatomical structure, types of footwear, and other factors that 
might impact the accuracy of recognizing toe taps. While these 
aspects did not afect the techniques’ performance, there could be 
instances where they could have an efect. As such, future stud-
ies can consider diferent recognition methods to minimize issues 
arising from large variations in users’ body types and footwear. 
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Fourth, our study is focused on VR, and while the fndings can 
potentially be extended to MR and AR HMDs, we did not conduct 
experiments in either AR or MR environments. Future research 
could factor in elements specifc to AR and MR use scenarios. Such 
exploration will enable a more comprehensive understanding of 
foot-based text entry across the diferent spectrums of extended 
reality systems, including AR and MR, and design techniques that 
are efcient, context-ft, and usable. 

9 CONCLUSION 
Our work explored the challenges and possibilities of text entry in 
Virtual Reality (VR) environments, particularly when users’ hands 
are occupied or in situations where they are unsuitable to be used. 
These contexts necessitate alternative input methods to make text 
entry possible and enhance users’ experience. Our work inves-
tigated foot-based input as an alternative. We frst conducted a 
preliminary study to investigate the feasibility of foot-based text 
entry and a second study to evaluate the performance of three 
proposed foot-based techniques (FeetSymTap, FeetAsymTap, and 
FeetGestureTap) that included (1) standing and seated postures, as 
well as (2) tap and swipe mechanisms. Results from the user stud-
ies show that foot-based input is feasible and practical for text 
entry in VR scenarios. In addition, they indicate that tap-based 
techniques (FeetSymTap and FeetAsymTap) allowed faster typing 
with lower workloads than FeetGestureTap, a gesture-based tech-
nique. Similarly, FeetAsymTap achieved a slightly lower total error 
rate compared with FeetSymTap. Our investigation shed light on 
the potential of foot-based text entry techniques in VR and high-
lighted the nuances of their performance. These insights can serve 
as a foundation for future research to refne the design of foot-
based input, explore further optimization strategies, and develop 
personalized solutions that cater to individual user preferences and 
characteristics. As VR continues to evolve and expand its appli-
cations and target users, our fndings contribute to the ongoing 
work on enhancing user experiences with VR systems and have the 
potential to be extended to AR/MR scenarios. 
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